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Abstract
In this paper ,we have studied the fuzzy Linear regression whose parameters are fuzzy
numbers .By introducing the notions of the fitting measure and h-contaning between fuzzy
numbers,we have proposed three methods to estimate fuzzy parameter .Finally,we proved some
properties.
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1. Fuzzy number and fuzzy Linear regression
Definition 1.1 Suppose A is a fuzzy set on R.If A satisfies the following conditions:

(D u Ax) is super continuous
(2). Hyy =1Vx g[c,d]
(3).3a,b suwchthatc<a<b<d,u,, =1
when xe€[a,b],u,,, is increased when xe[c,d] and u Ax) 1S decreased when

x € [b,d].Then A is called a fuzzy nember.

Theorem 1.1 A fuzzy set A is a fuzzy number,only and only there is an interval [a,b] such
that

Lx €[a,b]
Hyy =9L(x),x<a
R(x),a>b

Here L(x),R(x) are increased and right-continuous and decreased and lefi-continuous
respectively,there exists an interval[c,d] 2 [a,b] ,whenx < ¢, L(x) = 0 ,whenx > d ,R(x)=0.

(0SR(x)<1,0< L(x)<1)

In this paper we adopt such fuzzy numbers as the following

|
Hon = c

0, otherwise

,Ix-—alSc

Specially,whenc = 0, 4 = a ,denoted 4 as A=L(a,c). ForVA e [0,1] ,the A -lever set of fuzzy

/
4
A



membership of fuzzy set 4 * B is defined as

Hapix) = z\,’y[/‘A(x) A ”B(y)]

Theorem 1.2 Suppose 4, = L(a,,c,), 4, = L(a,,c,)*€ {+,—,x}, then 4, * 4, is a fuzzy
number and

A + A4, = L(a, ta,,| ic2|)

A4, = L(Aa, ,|/1|c, ), (A €R)

Definition 1.3 Suppose 4,,4,,A , 4, are fuzzy numbers, x,,x,,A ,x, are independent
random varibles,then the formula |
Y=4X +4,X,+A +4,X,+E
is called fuzzy linear regression.
Here Y is a fuzzy set which is called fuzzy out-put, 4,, 4,,A , A, are parameter ,E is a fuzzy
set called fuzzy disturbed set.

Theoremi. 3 Suppose 4, = L(a,,c;),E = L(e,d)

Y=AX, +4,X,+A +4,X, +E

Then Y is a fuzzy number ,and
Y = L(ia,.X,. +e,z":c,.|X,|+ d)
i=1 i=1

That is,the membership of Y is

( x—ia,X,.—e

i=l

<Yelx,|+d

i=]

x—ia,X,.—e

i=1

1-
Bro=Y Selx|+d
i=1

|0, otherwise

b

2. Fuzzy parameter eatimation
Suppose X,X,,,A ,X,,Y,(i=1,2,A ,N) are input-output data,which satisfy fuzzy
Linear regression

Y =A4X,+4,X,+A +4.X, +E,

In the following we propose three methods to estimate fuzzy parameters 4, according to these



M(4,,4,) = xXR[/‘A,(x) A ﬂAz(x)]
Then call M to be fitting measure of A4, against 4, according to Definition 2.1,If 4,, 4, are
two fuzzy numbers, 4, = L(q,,c,), 4, = L(a,,c,) then
o - a,|
S |a1

M(4,,4,)= ¢ te,
0, otherwise

—a,|<¢ +c,

Definition2. 2Suppose 4, , 4, are two fuzzy numberss,If for a certain € [0,1],[4,], 2[4,],,

then call 4, h includes 4, denoted as 4, D 4, .
h

If4, = L(a,,c,), 4, = L(a,,c,)then 4, D A4, is only and only the following inequalities are
h
ture.

a, <a,+(1-h)c, —-c,)
a, 2a, +(1-h)c, -c,)

And if 4, D 4, then 4, D 4, .where0<h <h <1
h W
(1).parameter estimation ( I )
Suppose A, = L(d,,¢,) are the estimations of AV, =A4X, +4,X,+\ +4 X,
are estimation of Y, = L(y,,e, )i =1,2,A ,N)

~ A
]

For the given level h advance.and each i , 4,,7,,7, satisfy the follwing conditions
M@E,Y)zh

J(c,h) = Za),c,.isminmum

i=1

n
w, =kZ_:,|wh-|

According to the measure of fuzzy numbers,we can reduce the above problem into the
follwing Linear programming

J(c,h) = Minz ,C;

i=]



ny a;, +(1- h)Z'xy|c >y, ~(1-he,

J=1

Zx,, ==Yl <y, -a-ke,
Jj=1

€,¢5,A ¢, >0,(i=12,A ,N)
(2).parameter estimation( II ),(IIT)

Suppose 4;, A, are the estimations A4,,Y,.Y ,are the estimation of responding to 4, 4, .For
the given level h in advance,and for each i A ,4,,Y,,Y  satisfy the requirements as the follwing:

YcY, =A4X +4,X,+A +4 X,

h

n
J(c,h) = ) w,c isminmum

.
fl
L

or

Y, oY =4, X, +4,X, +A +4,X,
h
h

n
J(¢e,h) = ) w,c,ismin mum
k=1

According to h-containing definition2.2 and the h-level set a fuzzy number,We can reduce the
above two problems into the folllwing Linear programmings respectively

J(c,h) = Miano,,c,r
k=1

y; —(1-h)e, <ny a, +(1- h)leylc

2
y;—(1-h)e, 2 ny a; (l—h)ZIx,.j|cj @
J=1
€,C5,A c, >O,(1 =1,2,A ,N)

or

J(c,h) = MaxZwkck
k=1

¥, -U-he, 23 x,a, +1-m)Y e,
J=l J=1
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parameter 4, ,therefore we can get the preditions of

7,
7 =
Y

fi,Xﬂ +1212X,.2 +A +2{,,X,.,,
AX, + 4, X, +A +4 X, @

i =41Xi1 +42Xi2 +A +4nXin

1

3. Some properties
In paragraph two ,we have discussed parameter estimation problem,but now we must ask if
there exists an optimal solution to the Linear programming( I ),(II),(I)?If they have optimal

solutions,what are the relations among J (¢,h),J(c,h)and J(c, h) ?and how do they vary with

the given h in advance?
The folllwing theorems answer those questions basically.

Theorem 3. 1 There are optimal solutions 4, = L(4,,¢,)and 4, = L(a,,¢,)and in (I ),(I).But
it is not assured that there exists an optimal solution in( Il ).

Theorem 3.2 If there is an optimal solution for A in (Il),there exists an optimal solution
forO<h<h' in(I).
Theorem 3.3For h<h ,we have

T €) S (0, J(H',0) 2 J(h,0), T (h ) < F(h,c)
Theorem 3.4 For 0 <A <1, we have the follwing inequalities

J(he)2 J(h,c),J(h,c) > J(h,E)
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