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ABSTRACT

In this paper, we have introduced the notion of fuzzy left (right, bi-) singular languages,
and researched their algebraic structures and properties. In section 2 two equivalent
conditions of fuzzy left (right, bi-) singular languages (th2.1, th2.2) have been given, and
the relationship between fuzzy prefix (suffix, bifix) codes and fuzzy left (right, bi-) singular
words has been researched (th2.4, th2.5). In section 3 the fuzzy strongly singular
languages have been discussed, and the conclusion that the class of all fuzzy strongly
singular languages is a submonoid of F(X*) has been obtained (th3.1). In Section 4 we
have introduced the concept of cancellative property to research fuzzy singular languages,
Some depictions of fuzzy singular languages by Cancellative property have been given
(th4.1,th4.3, th4.6).
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0. INTRODUCTION
Since Zadeh [3] in 1969 introduced the concept of fuzzy language the theory has been

developed by many researchers. In the study of fuzzy formal language, a lot of excelient
results have been achieved by researchers. In particular, the study of the properties of
fuzzy grammar, the rules of fuzzy syntaxes ,and the recognition ability of a fuzzy automaton
extended the applicable area of fuzzy set theory and reduced the difference between
formal language and natural language [1 2,3].In[4], fuzzy code is studied using the method
of fuzzy algebraic structures. In this paper, we aiso use the method of fuzzy algebraic
structures to describe formal languages such as fuzzy left (right, bi-) singular language and

discuss their algebraic properties. Furthermore, we give some depictions of fuzzy singular
languages by cancellative property.
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1. PRELIMINARIES

In the following text, we suppose that X is an alphabet with 1< | ¥ | <o, and X * (X)is
the semigroup (free monoid) generated from X with the operation of adjoin , F stands for
“fuzzy *, and F(X) denotes the set of all fuzzy subsets of X, A€F(X) is called F-language
on the free monoid X', and 1 is the identity of X'.

Definition1.1[4]. Let A€ F(X"), BEF(X"), for any xE€X", (A-B)(x)=A(x) if B(x)=0; (A-
B)(x)=0 if B(x)>0.

Definition 1.2. Let A, BEF(X'), for any x€X’, (AB)(x)=sup {min(A(y),B(z)) yzeX
yz=Xx}.
Definition 1.3[4]. A nonempty F-language ¢ #A€F(X")is a F-prefix (suffix) code if A
NAX'=d (ANX'A=d).
A is F-bifix code if A is F-prefix code and F-suffix code.
Definition1.4[5,6]. Let Ac X, let

I(A) = {g € A|gx g€Ajforall xe Xand g = yz, z € X" implies y¢ A}

r(A)={g€A|xgeAfor all xe X and g =zy,ze€ X~ impliesyeA};and

b(A)=L(A) N r(A). Every g€ L(A) (r(A), b(A)) is called a left (right ,bi-) singular word in A.
if L(A)# & (r(A) # & ,b(A) #4), tHen we call A an ordinary left (right, bi-) singular
language. Pu and Liu gave the definition of a fuzzy point [7].

Definition1.5. Let X be an alphabet, VxeX, ~e(0,1], a map x,; . X—-[0,1] such that
vyeX, x,(y)= {3 sy wecall x, afuzzy pointon X.

Definition1.6. Let A€ F(X"), we say that a fuzzy point x, belongs to fuzzy set A if .<<
A(x). We denote it by x, €A, and we have.

Proposition1.7. Let AEF(X'), A# ¢, then A= v x,.

x,€4

Definition1.8. S is called a strongly prefix (suffix) submonoid of monoid M if M-'ScS

(SM'cS), where M'S={x& M|there exists acM such that axe S} (SM'={x< M| there
exists a€M such that xae S }).

2. FUZZY SINGULAR LANGUAGE
Definition2.1. Letd A€ F(X"), for any ge X*, let

- - j = ‘f"‘
L(A)(g):{ gA AXTH)g)  if A(gx)=0 for all xeX

othervise

A-X*4 if A(xg)=0 Il xeX ™
R(A)(g_)={ ; Xg) U AGe)=0 for all xeXT oy Bay=LA)NR(A)

Every g, €L(A) g, ER(A), g, €B(A))is called a F-left (right, bi-) singular word in A. If
L(A)#0, (R(A)0, B(A)#0), then A is called a fuzzy left (right, bi-)singular language.
Theorem 2.1. If A is a fuzzy left (right, bi-) singular language <> 40 is an ordinary left
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(right, bi-) singular language.

Proof. If A is a fuzzy left singular language, then L(A)#0, i.e. there exists gE€ X’ such
that (A-A X*)(g)>0 and A(gx)=0 for all x& X*. So A(g)>0, (A X*)(@)=0 and A(gx)=0 for all x
€X'. Thus g€ A?, gxeA?, for all x€X* and g = yz, z€X" implies yg A?. Hence g&
1(4 9) and A? is an ordinary left singular language.

Conversely, if 40 is an ordinary left singular language, then / (A?)?& . So there
exists g€ A? suc;1 that gx ¢ Ao for all xeX* and g = yz, zEX" implies ye A?, ie.
A(g)>0, (A X*)(g )<<0 and A(gx) )s.o for all x€X' . So L(A)(g)=(A-AX" )(@)=A(g)>0, i.e. L(A)

#0. Hence A is a fuzzy left singular language.
Similarly, we can obtain other proof.

Theorem2.2. If 0ZAEF(X"), set M=Sup{L(A)(g) | gE€X'}and L(A)#0. then A is a fuzzy
left (right, bi-) singular language iff A, is an ordinary left (right, bi-) singular language,

0 A <M
Proof. By theorem2.1 it is neccessary to prove that 0<X)\ <M, (LA ». </ (AM(R(A)] ;__
<r(A), [B(A)] . <b(A)). In fact, 0<XA<M, gE[L(A)] » then L(A)(@)>L, ie. A(g)> A,
(Ax*j(g)=0 and' A(gx)=b for all x€ X* , therefore gEA, gxe A, forall xeX' and g=yz, z€
X" implies yeA,,i.e. g€ / (Ay) and [L(A)], </ (A,).
Corollary2.3. If A is a fuzzy left singular language>suppl.(A)+#0.

Proof. [t is easy to prove [L(A)l0=I{(A(Q ). By proposition 2.2, we can obtain the proof.

Theorem 2.4. Let 0£AEF(X"), 1')). €(0,1], g, EA, then A fuzzy point g, €L(A) (g, €
R(A), g.EB(A)) if and only if for any fuzzy point x, €A, {ax.} (le. g, v x,.) is a F-prefix

(suffix, bifix)code.
Proof. Suppose g, €L(A) and there exists x,. €A such that { g, x.-}is not a fuzzy prefix
code. Then there exists u€ X" such that {g, x, }u)>0 and (g, XY u)=S§ UkP {9, X, Ny)>0
y.2€
yz=u
i.e. {gx X }(u)>0 and there exists y, z&€ X" such that yz=u, {9, X%:}(yv)>0.For {g, x, Hu)>0,we
have u=g or u=x. If u=g, since {g, x,}(y)>0 and yz=u, z€X" , then y=x and xz=g. So (A
X)(9)=A(x)=1">0 and hence (A-A X*)(g)=0. Which contradicts to that 9. EL(A). If u=x,
since {g, x.Ky)>0 and yz=u, zEX" , then y=g and 9z=x. So A(gz)=A(x)=).">0 and hence

L(A)(g)=0. Which contradicts to that g, €L(A). Therefore {g. x:}is a fuzzy prefix code for
any x,. €A,

Conversely, suppose {g, x,} is a F-prefix code for any x,. € A.lf there exists ye X* such
that A(gy)>0, then let x=gy, »'=A(gy)>0 and {9,. x/} is not a F-prefix code, a contradiction.
If (AX")(@)>0, then there exists y, zE X* . such that g=yz, A(y)>0. So let x=y, A'=A(y)>0 and
hence {g, x,} is not F-prefix code, a contradiction. Therefore AX'(g)=0 and A(gy)=0 for all

YEX". Hence L(A)(g)=(A-A X*)(g)=A(g) =1>0 and g, € L(A).
Similarly, we can obtain {g, x,} is a fuzzy suffix (bifix) code iff g, € R(A) (g, € B(A)).
Theorem2.5. If 0= A< F(X"), then A is a F-prefix (suffix, bifix) code if and only if
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L(A)=A (R(A)=A,B(A)=A).

Proof. Suppose A is a F-prefix code. Then ANAX'=¢. For any ge X" if A(g)=0, then
L(A)Q) < (A-A X')(@) SA(Q)=0; if A(g)>0, since AN AX'=¢, then (AX’)(g)=0. Since
(AX")(gx)=sup {A(y) ly,zeXx*, yz=gx}=A(g)>0 and AN AX"=¢, then A(gx)=0, for all xe X* .

Thus L(A)(@)= (A-A X*)(g)=A(g). Therefore for any gEX* , we have L(A)g)=A(g), i.e.
L(A)=A. '

Conversely, suppose A=L(A) and A is not a F-prefix code. Then there exists gE X’ such
that A(g)>0 and (AX*)(g)>0. So 0< A(g)=L(A)(g)<<(A-AX*)(g)=0, a contradiction.

Similarly, we can dtain that A is a F-suffix (bifix) code if R(A)=A (R(A)=A).

Let S, (Sr, S;) be the class of all fuzzy left. (rihght, bi-) singular languages in F(X"), and
let{(1,1)} €S, (Sr. S). -

Proposition2.6. If fuzzy point g, €L(A) and h,.€L(B), then (gh); €L(AB), where
A=min(A,1).

Proof. Let u, € A,v}ﬂ, € Band (uv);; € AB where Zz min(/ll,/l,’).Then by
Theorem 2.4, {g, u A } and {hl”vz,' } are fuzzy prefix codes. Since fuzzy prefix codes are
closed under concatenation (see [4]), {g,,u 4 }.{h,,.,,g;{ }.={(gh)3_,(gv)5;,(uh)z,(uv) Il}
is a fuzzy prefix. code, where A, =min(4,4, ),A; = min(4,,A'). We then have
Leh):.(m )y 3 1S @ F-prefix cdde. This shows that (gh); €L(AB).

Remark1. Similar to the proof of proposition 2.6, we can show that £, €ER(A) and
h, €R (B) imply (gh); €R(AB) and that g, € B(A) and A, €B(B) imply (gh); €
B(AB), where A = min(A,1").

From the above results, we have

Proposition2.7. §,, Sr, and S, are submonoids of F(X).

Proof. By Proposition2.6, we have that the elements of S, are closed under

concatenation, also as fuzzy languages are associative under concatenation. Hence S,
is a submonoid of F(X").

Similar we can obtain Sr and S, are submonoids of F(X)
3. FUZZY STRONGLY SINGULAR LANGUAGE

Definition3.1. A fuzzy language A€ S,(Sr, Sy) is called a fuzzy strongly left (right, bi-)
singular language if L(A)2A (R(A) 2A,B(A) oA) Where A is defined by.
_JAM) xex' and lg( x)<lg( y) for all yeS'ilppA
A(x) = {o

otherwise

Let SII(S,I..S,,') to be the corresponding class of all fuzzy strongly left (right, bi-)

singular languages on F(X).

Theorem.3.1. The class of all fuzzy strongly left (right, bi-) singular languages
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S ,'(S,’,S,,') is a submonoid of F(X)

Proof. Since 4 c L(A4),Bc I.(B) and AB = AB c L(A)L(B) < L(AB), and since
fuzzy languages are associative under concatenation. So § ,' is a:submonoid of F(X).

Similarly, we obtain S,’ and S ,,' are submonoids of F(X").

Proposition 3.2. The monoid S ,’ is a sp submonoid of F(X)).

Proof. We want to show that ABe S ,’ implies that Be S ,’for all ABeF(X). We may
assume A={(1,1)}, B={(1,1)}.It suffices to show that for b, € B ,b, is a F-left singular
word in B. Let xeX such that B(bx)> 0, then (AB)(abx) >0 for all ae x” such that

A(a)>0. Since AB = ABcL(AB). We have 0<(A4B)(ab) < L(4AB)(ab)), it foliows that
x=1, because ABe §, .

Proposition3.3. S, is a strongly suffix submonoid of F(X")=M.

Proof. Let Be S,M ™' Then there exists AcM such that BAe S, . So there exists b, B,
a,. €A such that (BA)(ba)>0. If there exists b’ suppB and x & X" such that b= xb'or
b'=xb, then ba=xb'aor b'a=xba Thus (BA)(ab)=0, a contradiction. So
b, e R(B)and R(B) ¢ pie BeS, Therefore SM™' cS§,.

Proposition 3.4. S is a strongly suffix submono:d of F, = S NS, .

Proof. Let A, B e F, such that AB€ S, ,ie. ABc L(AB)nR(AB). We want to
show that A€ S‘b , i.e. We want to see that 4 ¢ R(A), because F, C S, lmphes
AcL(4).

indeed, if a,esuppd4, xeX"' and a eSuppA such that a, = xa or a=xa,, therefore
b, esuppB, ayb, =xab, or ab,=xa,b,, and hence R(AB)a,b,)=0. So
0 <(4B)(ayb,) = (AB)a,b,) < R(AB)(a,b,) =0, a contradiction. Therefore a, # xa
and a# xa,, hence R(A)(a,)= A(a,)>0and A< R(A).Thus Ae S,,' .

Remark2. Similar to the proof of the Proposition, we can obtain that S, is a strongly
prefix submonoid of F, =S, n§,.

4. Cancellative property

Definition4.1. Let S be a semigroup and
D (S) = {.4 e F(S)lAB = AC implies B, =C, for all B,C € F(S)} ,where 4€[0,1].

If D,(S)+= ¢, then any element of D .(S) is called a A-left cancellative element of F(S). In
particular, an o-left cancellative element of F(S) is called a Fuzzy left cancellative element

of F(S). ‘
Theoremd4.1. Let A EF(X*), A#{(1,1)}, if A contains a F-left singular word g . then

forany A € [0,A(g)),Ais aleft 1 -cancellative element in F(X*).
Proof. Let AB=AC, where B,C EF(X").. (We note that B={(1,1)} if and only if C={(1,1)}).
We want to show that B , =C , Llet x € X'such that B(x) > 0 min



(A(Q).B())=supmin ;... . (4(g")B(x') = (AB)(gx) = AC(gx) = supmin , ,_,..(4(y),C(z)).

g=g'x =y

=min(A(g),C(x)). So if B(x) <A(g) then B(x)=c(x). If B(x) >A(g) then C(x) =A(g), therefore
B, =C, forany 1 €[0,A(g)].

Corollary4.2. Let Aec F(X") be a fuzzy code, then Ae D,(X"), where
0<A<Sup .. A(x). ’

Theoremd.3. Let 4,Ce S, B,De F(X"), AB=CD
(1) If 1, (suppA)=/ ¢ (suppC), then B =D,

(2) If there exists g e X~ such th.at A.(g) =C(g)=4">0 and I, 9=1, (suppA)=
I, (suppC), then B, =D, 1€[0,1)

Proof. (1)Since /.\B=C!.) and / ¢ (SUPpA)=/ ¢ (suppC), by proposition of [8], we have
supp A=suppC and supp B =suppD . Now let ae supp A=supp( . Then for any b e B,,
(CD)(ab)=(AB)(ab)>0. Since CeS 1', then Cc L) and henc;e
(CD)(ab) = sup{min(C(a’),D(b’))|a',b' e X ,ab' = ab} = min(C(a), D(b)) > 0 .So
D()>0,ie. be D,and B, ¢ D, Similarly, we have B, o D, .Hence B, = D,

(2) It is obvious that g esuppA=supp(C. For any be X", since A,CeS,’, then
Ac L(4), C < L(C) and min(C(g), D(b)) = (CD)(gh) =(AB)(gb)= min( A(g) B(b)).

So B(b) = A(g) <> D(b) 2 A(g)or B(b) < A(g)=> D(b) = B(b). Therefore for any

Ac[0,A),B =D,.

Corollary4.4. (1) Let ABC,De F(X"). If AB=CD and g,is a common F-left

singular word of Aand C, then B, =D, forany 1€[0,1").

(2) Letd,CesS, ,B,DeF(X*). If AB=CD and A=C, then B, =D, for any

A€]0, Sug A(x)).

xcX

Proposition4.5. Let AB=AC,AB,C € F(x*)then A(BuUD)= A(C w D) for all

DeF(X).
The proof is omitted.

Theorem4.6. Let A F(X"), then A¢ D, (X") if and only if A,X* =A, X} for

some xe X ,where X; = X" \{x}.



Proof. (<) For any ye X~ such that yxe A4, X", if A(y)>A, then
yxed, X" =A, X, which contradicts to that yx¢ 4, X .So yg 4, and A(Y)<A.
Let B(u)=C(u) if u#x or yug A, X foral ye X" ,Bu)>A and Cu)=21 if

u=xand yue A, X" forall ye X" .Forany he X" if h= yx forall ye X" then

(AB)(h) = Sup min(A4(y), B(z)) = Sup rr}_in(A( ¥).C(2))=(ACYh). If h= yxfor some

ye X' then A(y)<A for yxe 4, X"

(4B)(h) = Sép min( A(y), B(2)) = max{ Sup min (A(y), B(z)), min( A(y), B(x))}
J‘:ZE-"‘ yooeX’
yz=h

e
yz=h

= max{ Sup min (4(y),C(z)), min( A(y),C(z))} = Sup min (A(y), B(z))

zeX vaeX’
15 3=h
yz=h

=(AC)(h). So AB=AC and B,'._ # C,.,_ (since xe B,},x ¢ C,}). Therefore A¢ D,(X").

(=) Suppose A ¢ D,(X"), then there exists B,C € F(X")such that B,‘,. # C,.1 and
AB=AC , we may assume xeB  xe¢ C% for some xeX®. Then by
Proposition3.6, A(B X;.) =A(CuX;). Since xe Bf and x¢ C{_ , then
B,.1 UX; =X"and C,.1 UX;=X;.So [A(Bqu;)],} =[A(CuX_;’,)]%, i.e.
A,}X+ = A,}X; :

Proposition4.7. Let ue X', if P,X* c AX*, then A9X* = AQX: +where P, =A4-AX"

Proof. Let he X" such that (4 - P,)(h) > 0,then A= pyfor some P,(p)>0and
yeX". It follows that hu=(py)u=p(yu). Since PX*c Ax:, and
(AX] k) = supd()|x € X",z X, xz = hu}> A(p) >0, then 4X™ S AX;.
Therefore A9X t= A?X .-

Propositiond.8. Let A< F(X™"),if P,X" c AX then A¢ D,(X").

The proof is omitted.
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