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Abstract; In this paper, I have researched into the fuzzy (strong,
weak) including relations, fuzzy (strong, weak) similar relations and
some of their forming models on S (X). Also I have discussed their in-
ternal relations.
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1. Introduction

Let X be the basic field, 5 (X) be all the fuzzy sets on X, FZ(X) be
all the classical sets on X,

We call the fuzzy subset R€ 57 (X X X) fuzzy relation on X. Because
every fuzzy relaton corresponds to a membership function B; X X X—[0,
1], for convenience’ sake, from now on I will not distnguish them. I call
R:X X X—[0, 1]fuzzy relation on X and call value R(z;,z;) of member-
ship function the relation degree of z; to z; about fuzzy relation B. So the key
to researching into fuzzy relation is to form their membership function. But
this is not easy.

In this paper, I defined fuzzy (strong, weak) including relation and
fuzzy (strong, weak) similar relation on the basis of the classical including
relation. I used the measure methods to form their membership functions.
Also, I researched into the models of formmg fuzzy similar relations with
fuzzy including relations.

In this paper, let T be T—norm, namely, T be the opration with two
variables

T:[0,1]X[0,1]—>[0,1] that satisfies the following conditions

(D T(a’1)=ai

(2) T(e ,b)=T(b9a)§

(3) T(T(d ’b) ,C) =T(a ,T(b ’C)) H
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(4) T(a,b)<<T(c,d) (when a<c and d<ld).
If we change condition (1) into (1’) T(a, 0) =a and change symbol 7T
into S,then the operations is called S—norm. If T and S satisfies ‘
T(l—a,1—bd)=1~—8(a,bd)
we say § and T are dual norms.
Let 4,BE S (X), the definitions of operatons (s, [z and comple-
ment as follows,
(AUsB) (z) =8(A(z), B(z));
(ANrB) (x) =T (A(z),B(2));
A (@) =1—A(z);
If mapping M : 57 (X)—[0,1] satisfies
(1) M(d)=0 and M(X)=1
(2) M(A)<M(B) when ACB
then we call M fuzzy measure.
If M is a fuzzy measure and satisfies
M(AUB)=M(A)+M(B)—M(ANB)
then we call M probability measure.
If a fuzzy measure M satisfies
M(ANB)=M(4)V M(B)
then we call M possibility measure.
If a fuzzy measure M satisfies
M(ANB)=M(A) A M(B)
then we call M inevitablity measure.

2. Fuzzy (strong,weak)including relation and their form-
ing models

First, we can use the following mapping to define the classical including
relation.

If mapping R; 7 (X) X &7 (X)—{0,1) satisfies condition
R(B,A)={ é’ﬁ;;, where 4,BE 57 (X), then we call R the classical
including relation on & (X). It has the self—self character, anti—symmet-
ric character and the transmit character.
I defined the fuzzy (strong,weak) including relation as follows;
Definition 1 If mapping D. 5 (X) X & (X)—>[0,1] satisfies
(1) D(B,A)=1 when 4,BE€ &2 (X) and ACB.
(2) D(A,0)<D(A,B) AD(B,C) when A,B CE.?(X) and A
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CBCC, then we call D fuzzy including relation on 7 (X) and call value D
(4, B) including degree of A to B.

Definition 2 If change condition (1) in definition 1 into

(1) D(B,A)=1 when 4,BE % (X) and ACB
then we call D fuzzy strong including relation on 2(X) and call value D(4,
B) strong including degree of A to B. .

Detinition 3 If chang condition (2) in definition 1 into

(2') D(4,C)<D(A,B)V D(B,C) when A,B,CE€ 5 (X) and ACB
cCc .
then we call D fuzzy weak including relation and call value D(4,B) weak
including degree.of 4 to B.

Property 1 If D is a fuzzy strong including relation,then D is a fuzzy in-
cluding relation certainly. If D is a fuzzy including relaion, then D is a fuzzy
weak including relation surely. The convers is not right.

Theorem 1 let M be a fuzzy measure, and

D,(A,B)=M(AB)/M(B)
then D, is a fuzzy strong including relation. |

Proof For any 4,BE & (X), D, € [0,1] is easy to see. If 4,BE
S (X) and ACB then A[\B=A,thus D,(B,A)=1, If A,B,C€ F (X)
and ACBCC,we have M (A)<<M(B)<<M(C) and

D, (A,0)=M(ANC)/M(C)=M(A)/M(C), .

D,(A,B)=M(ANB)/M(B)=M(A)/M(B),

D,(B,C)=M(B(\C)/M(C)=M(B)/M(0),

thus D,(4,0)<D,(4,B) AD,(B,C)

So D, is a fuzzy strong including relation according to definition 1.

Corollary 1. 1 If M is probability measure P, then we have

D,(A,B)=P(A(\B)/P(B)=P(4|B)

Corollary 1. 2 If M is fuzzy measure M (A4) = EA(_::)P(&:) » Where P
is a probability distribution on X, then we have

D1(4,B)= 2] (A() AB())P(2)/ 2 BG)P(2)
Specially, If Pis a well —distribution, then

Dy (4,B)= D] (ACX) AB(X))/ 2IB(X)
Corollary 1. 3 If M is a inevitablity measure, then we have
D\(4,B)=(M A ANM(B)/M(B))
Theorem 2 Let M be a fuzzy measure,and
D;(A,B) =M (A°(\B°)/M(4°)
then D; is a fuzzy strong including relation.
Proof D;(A4,B)€[0,1] for any 4,BE & (X) obviously.
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when 4,BE F (X) and ACB, we have BCC A%, A°[\B°=B°,
D;(B,A)=M(B°(1A°)/M(B°)=1.

When A4,B,CE€ 57 (X) and ACBCC,we have C°CB°C A°,D,(4,0)
= M (AN C°)/M (A°). D;(B,C)=M(C°)/M(B°), thus D;(4,0)<
Dz(A,B) ADz(B,C)

So D, is a fuzzy strong including relation.

Corollary 2.1 If M is a probability measure P,then

D;(A,B)=P(A°(\B°)/P(4°)=P(B°|A°)

Corollary 2. 2 If M is a inevitability measure, then

Dy(A,B) = (M(A°) ANM(B°))/M(A%)

Corollary 2. 3 If M is fuzzy measure M(A)= D A(z) P(z) and prob-
ability distribution P(z) is a well —distribution,then

Dy(A,B)= D (A°(2) A B°(2))/ D A(z)

= D (A=4@) A U—B@)/ D (1—AG)
Theorem 3 Let P be a probability distribution and P(B|A) =P (4B)/
P(A), MYCIN determinary factor be
O'F(B/A)={ (P(B/A)—P(B)]/[1—P(B)], P(B/A)=P(B);
[P(B/A)—P(B)]/P(B), P(B/A)P(B).
If we take D3(A,B)=(1/2)[CF(B/A)+1], then Dyjis a fuzzy strong
including relation.
Proof For any A,B€ 5 (X), we have |CF(B/A) |<<1,Ds(4, B) €
(0,13
When AC B, we have
P(B/A)=1,CF(B/A)=1, then D3(B,4A)=1.
when ACBCC we have
P(A<P(B)<P(C),P(A/B)= P(A)/P(B)>P(A)
P(A/C)=P(A)/P(C)=P(A),P(B/C)=P(B), then
CF(A/C)=[P(4)/P(C)—P(A]/[1—P(4)]
<[P(4)/P(B)—P(4)]/[1—P4)]
< CF(4/B) and
CF(B/¢)=[P(B)/P(¢)—P(B)]/[1—P(B)]
=P(B)[1—P(®)]/P(C)[1—P(B)]
thus D3(A,C)< D3(A,B) \ D;(B,C). So D3 is a fuzzy strong including
relation.
Theorem 4 If M is a fuzzy measure,D,(A4,B)=M(AUsB°), then D4 is
a fuzzy including relation.
Proof Dy(A,B)€[0,1], obviously. |
When A,BE P (X) and ACB, we have AUzA°=X,(4Js4°) (B
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UsA4°), then M(B|JsA°) =1 i.e. D;(B,A)=1,however this is not sure for
A,Be & (X).

When A4,B,C€ F#(X) and ACBCC, we have C°CB°C A%,
D4(A’C)=M<AUBCC)<M(AUSBC)=D4(A’B)9
D4(A,0)<M(BUSOO)=D4(B’C),thus
D(4,0)<D,(4,B) AD((B,C)

So D, is a fuzzy including relation.

Theorem 5 If M is a fuzzy measure,Ds(4,B)=1—M(4A°(B)/M(B),

then Dg is a fuzzy weak inluding relation.

proof For any 4,BE€ F(X), 0SSM(A°(\B)Y<XM(B),D5(4,B) € [0,

1].
When A,BE #(X) and ACB, we have A(|B°=0,M(B°(4)=0,
Ds(B,A)=1. ‘

When 4,B,C0€ 5 (X) and ACBCC, we have
Ds(A,C)=1—M(A°NC)/M(C)
Ds(A,B)=1—M(A°(\B)/M(B)
Ds(B,0)=1—M(B°NC)/M(C)

From ACB get B°CA°, M(A°NC)=M(B°\C), Ds(A,C)<D;(B,

C). However, Ds(A4,C)<Ds(4,B) is not sure. '

Thus Ds(A,C)<Ds(A,B) V Ds(B,C).

So D is a fuzzy weak including relation.

3. Fuzzy(strong,weak) similar relations and their form-
ing models

Definition 4 If mapping §;: .5 (X) X & (X)—[0, 1] satisfies condi-
tions as follows

(1) 8(A,B)=8(B,A) for any A,B&€ 5 (X)

(2) 8S(4,4)=1 for any A€ F (X)

(3) 8(4,0)<<8(4,B) AS(B,C) for 4,B,0€ F(X) and ACBCC,
then we call mapping § a fuzzy similar relation on & (X) and call value
S(A,B) similar degree of A and B.

Definition 5 If conditions(2), (3) above are changed so that they can
be sastisfied for fuzzy sets, then we call S a fuzzy strong similar relation and
call value S(A4,B) strong similar degree of A and B.

Definition 6 If condition (3) in definition 4 is changed into

(3" §(4,0)<84,B)V 8(B,C) when 4,B,0€ (X)) and ACB
cc
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then § is called a fuzzy weak similar relation and value S(A4,B) is called
weak similar degree of A and B.

Property 2 If § is a fuzzy strong similar relation,then it is a fuzzy simi-
lar relation surely. If § is a fuzzy similar relation then it is a fuzzy weak |
similar relation surely. The converse is not right.

Theorem 6 Suppose T is the T—norm and

S (4,B) =T(D(A,B) 9D(ByA)) ‘
8;(4,B)=D(ANB,AUB)

We have

1° If D is a fuzzy including relation, then 8, and S; are both fuzzy simi-
lar relations.

2° If D is a fuzzy strong including relatnon, then §; and S, are both
fuzzy strong similar relations.

3° If D is a fuzzy weak including relation, then S, and S; are both
fuzzy weak similar relations. '

Proof 1° 0<C8,(4,B)<1,0<.8:(4,B)<1 and §,(4,B)=5,(B,4),
S,(A,B)=28,(B,A) for any A,BE 5 (X) obviously.

We have 8,(4,4)=8,(4,4)=D(A,A)=1 when A€ P (X) accord-
ing as D is a fuzzy including relation.

When 4,B,C€ S2(X) and ACBCC,we have D(C,A)=D(B,A)=D
(C,B)=1 and ' '

Sy (A9C) =T(D(A90) ’D(C’A) ) =T(D(A,C) ’ 1)=D(A ’C) .
S (A,B)=T(D(A,B) yD(B,A))=T(D(A,B), 1)=D(4,B)
8, (B,C)=T(D(B,C),D(C,B))=T(D(B,(),1)=D(B,0)

We get S;(4,C0)< 8,(4,B) A 8,(B,C) according to D(4,0)<D(4,

B) AD(B,C).So 8, is a fuzzy similar relation. About S;,we have
SZ(A’C)=D(AnC’ AU0)=D(A90)
8:(4,B)=D(A(\B,AUB)=D(4,B)
8,(B,C)=D(B(\C,BUC)=D(B,C)

So 8,(A4,0)<8,(4,B) AS;(B,C). As aresult, §;is a fuzzy similar
relation also.

We can prove 2°, 3° similarly.

Corollary 1 We can form some fuzzy strong similar relations respective-
ly according to theorem 1,2,3 and 6. Some fuzzy similar relations can be
formed according to theorem 4 and 6. Some fuzzy weak similar relations can
be formed according to theorem 5and 6. ”

Corollary 2 Let M be a fuzzy measure, then the fuzzy strong similar re-
lations
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811(4,B)=T(M(ANB)/M(B),M(B(A)/M(4)) and
85 (4,B)=M(AYB)/M (A B) are formed according to theorem 1
and 6.

Example 1 If M is a probability measure, then

811 (A,B)=T(P(A/B),P(B/A4)),

83 (4,B)=P(A(B|AUB).
Example 2 Let M be a well—distribution, then we get

Su (4, B) =T ( 21 (A4 (=) A B(2)/ 2IB(2), 2JB (=) A
AG))/ 214G))

82(A,B)= D (4(x) AB(2))/ 2 A()  B(z))
Specially ,if T—norm T(a,b)=a + b, then

1, (4,B) = [ZA(z)AB(z)]z/(ZA(z))(EB(z)),
if T(a,b)=a A\ D, then

1 (4,B)= 2 (A@) ABG))/ (A V (2 B())
Corollary 3 Let M be a fuzzy measure,then the fuzzy similar relations
formed according to theorem 4 and 6 are
814(A4,B) =T(M(AUsB%) ,M(BUs4%))
824(A4,B)=M((ANB) Us(4AUBY*) =M((ANB) Us(4°NB%))

Specially, when M is probability measure P Usis U, T — norm )

T(a,b)=a /b, then we get
814(4,B)=P(AUB%) AP(BU A)
Su(4,B)=P((ANB)U (£NB)
Corollary 4 If M is a fuzzy measure, then the fuzzy weak similar rela-
tions formed according to theorem 5 and 6 are
815(4,B)=T(1—M(A°NB)/M(B),1—M(B°(1A)/M(A))
85(A4,B)=1—M((A°UBHNUUB))/M(AUB)
Specially, when M is probability measure P and T—norm 7 (a,b) =a
+ b, We get
815(4,B)=[1—P(4°/B)][1—P(B°/A)]
825(A,B)=1—P(A°UB°/AUB)

4. Fuzzy including relation, fuzzy similar relation and
their forming models on space &

Definition 7 Let X;(3=1,2,,m) be tt_ie basic fields, & (X;) be all
fuzzy sets on X;, P (X;) be all classical sets on X;(¢=1,+*,m). A=(4,,
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e+, A,) be m—dimension fuzzy set vector, where 4, € & (X;) (i=1, -,
m). _ .

We call &7 = Hﬁ’ (X;) the space of m—dimension fuzzy set vectors,
fme]

m
call &= H.@(X;) the space of m — dimension classial set vectors. For

fmm]
short, they are called space 57 and space &2 separately.
Definition 8 Suppose A= (4,,4;,***,4m),B= (B, ,B,) A,B,€
F (X)) (4=1,++,m). we call ACB if and only if 4, CB; are true for any ¢
=] ,2 o0 4 M.
Definition 9 If change & (X) and $2(X) in definition 1(2,3) into S

= H? (X;) and F= H.@(X;) separately, then we call mapping D: &
X F—[0, 1] the fuzzy (strong,weak)including relation on space 5.

Definition 10 If change 5 (X) and 92 (X) in the definition 4(5,6)
into & (X) and (X)) separately, then we call mapping 8:F X F—[0,
1] the fuzzy (strong, weak) similar relation on space 7.

Theorem 7 If A4;,B;€ % (X;) and D; is a fuzzy (strong, weak) includ-
ing relation on # (X;) (3=1,2,+*,m). A= (4),°**,44) sB=(By,***,Ba),
then '

Dp(A4,B) = gnv‘u‘,zz‘) (where P,€[0,1], Z—:"":“
DN(A9B)= min {Di(AHBi)}
15iEm

Du(A,B) = max {D;(4,B:)}
1<iCm

are all fuzzy (strong,weak) including relations on space 57
Proof :

(1) 0<Dr(4, B Z.l)n=1, Du(4,B) €[0,1],Dx(4,B)E[0,1]
for any A,BE 5 are obvious.
(2) when 4,B€E &2 and ACB,We get A, CB;,D;(B;, 4)=1 (i=1,.

v ym) ,thus Dp(B,A)= D \P;=1,Dy(B,A)=1,Dy(B,A)=1.

=1

(3) When 4,B,C€ 5 and ACBCC,we have
Dp(A,0) = ;‘,P;D.-(A‘,co

< ZP;[D.-(A;,B‘) A Di(B;,C)]
=[2P.-D‘(A4,B,-)] A ['EPgD;(B;,C{)]



64
=Dp(4,B) A Dp(B,C) .
Dy(A,C) = min {D;(4;,C;) }
1<i<m

<[min{D;(4,B;)} ] A [min{D;(B;,C:)}]
=Dy(A,B) A Dy(B,C)
Similarly ,we can get Dy (A4,C) <Dy (A,B) A Dy ((B,C). As a result
Dp,Dy and Dy are all fuzzy including relations on space .
The situation about fuzzy strong and weak mcludmg relations can be
proved similaly.
Theorem 8 If 4;,B,€ 5 (X,),S;is a fuzzy (strong,weak) similar rela-
tion on F (X)) (i=1,2,,m) A= (4, y4n) yB=(By,+**,B,) then

Sp(A,B) = ‘Z;P,s‘u‘,&) (where P,€[0,1], 2 Pi=1)
Sy(A,B) = 12m {S:(4,B))
Su(4,B) = max {S;(4;,B) )

1<

are all fuzzy (strong,weak) similar relatlons on space .
This theorem can be proved as theorem 7.
Definition 11 Suppose 4,BE& 5 ,we definited
An B = (Al ﬂ Bl ,A..n.B,..)
AUB =(4,UB,,,4.UB.)
AC= (AY, b ,Aﬁ)
Theorem 9 The theorem 6 is correct on space 5 also.
According to theorems 6,7,8 and 9,we can get two means of forming
fuzzy similar relations on space & with fuzzy including relations D; on
F(X)(A=1,-,m).

(theorem 8) (theorem 8)
Mean 1° D; »S; >Sss

Where S, ts the fuzzy sumilar relation on F (X;) (3=1,+-,m) and that is
formed by D; according to theorem 6. Sgg is the fuzzy similar relation on space

S and it is formed by 8;(4=1,+++,m) according to theorem 8.

. (theorem 7) (theotem 9)
Mean 2° D;(t=1 [ Rt ,m) »D =S79.‘

Where D is a fuzzy including relation on 5 and that is formed by D;(s
==]1,+,m) according to theorem 7, Sy is the fuzzy similar relation on 9’
and that is formed by D according to thorem 9

Generally ,the results obtained from the same D;(i=1,++,m) by two
means above are not same,i. e. Sg; 7Sy

Example 3 Let D; be a fuzzy including relation on S (X;) (4=1, -,
m)y A= (4y,°*y4n) yB=(By,***,B,) yAi s BiEF (X)) (i=1,°,m).

1° According to 8, in theorem 6 from D; we first get the fuzzy similar
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relations on F# (X;) as fdllows:
Su (4, Bs)_T(D{(A; B;),D; (BnA{)) (B==1,0 M)

then from §y;(4;,B;) according to S5 in theorem 8 we get the fuzzy similay
relation on

81p(4,B) = ZP‘SH(A; B)

= EPiT(Di(Ai B,),Di(B;, A))
. 2° From D;(3=1,+,m) according to Dp in theorem 7 we first get the
fuzzy including relatoin on 57

Dp(A,B) = ,Z{P‘D“A“B‘)

then according to 8, in theorem 9 we get the fuizy similar relation on %
Spi (4, B)—T(Dp(A B),Dy(B, A))

—T(EPst(A; B, EP‘D‘cB‘.Ao)

We can see Slp#:Spl o
The definitions and forming modles of fuzzy including re_lation and
fuzzy similar relation are very important for fuzzy expert systems.

References

[1] Qu Yiqin and Zhang Xiandi, Fuzzy Math. theory and Applica-
tions,Chengdu Dispatch Engineering Institute Press,1989(116~
126) o
[2] Wang Peizhuang, Fuzzy set Theory and its Applications ,Shang-
hai Science and Technology Press, 1983(55~56)
[3] Wu Wangming et. , The Methods of Applications about Fuzzy
Sets , Beijing Normal University Press,1985(17~18)
[4] Shi Suying, Fuzzy Including Relations, J. of liaoning Engmeer-
ing and Technology University,1996(3)
[5] D. Dumitrescu, Fuzzy Measures and the Entropy;of.-’a Fuzzy
Partition,J. Math. Anal. Appl, 1993(176) '
(6] Y. leung, Approximate Characterization of Some Fundamental
Concepts of Spatial Analysis, Geographical Analysis, 1982,
14(1)



