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1. Introduction

Fuzzy neural networks (FNNs) can be used (in addition to other fields) for analysis
of decision processes of discrete systems [1,2] and for pattern recognition [3]. The im-
portant part for using FNNs are the learning algorithms. Genetic algorithms (GAs) and
evolution strategies (ESs) represent an efficient technique of learning based on a dyna-
mics of the evolution [3,4,5,6,7]. Fuzzy neural networks employing basic fuzzy logic
operations are introduced in [3,4]. In the learning process (by GAs and ESs), they enab-
le to shorten the time of method convergence towards the global maximum. Input and
output values of FNNs are expressed by crisp numbers. Input values in the new FNNs
formulation can be realized as fuzzy sets [8], outputs as membership function values
mto the given fuzzy set.

2. The Structure of Fuzzy Neural Network

Let consider the FNN shown on the Fig.1. It is composed from the input layer IN =
= {IN|,N,, ... ,IN,}, the hidden layer H = {H;,H,, ... ,H,} and the output layer OUT =
= {OUT,,0UT,, ... ,OUTy}. Then in the above defined FNN it is necessary to deter-
mine the synapse weights in order to recognition the input patterns P,B,R and damaged
input patterns P, B',R’, which are shown on the Fig.2. The input patterns are represented
by fuzzy sets P.B.R,P.B'R



Fig.1 Fuzzy neural network

Fig.2 Input patterns for fuzzy neural network

The input neuron IN; (Fig.3.a) is connected to a neuron of the hidden layer (summa-
tion fuzzy neuron) H; (Fig.3.b). Synapse weights between the input layer neuron IN; and
the hidden layer neuron H; are v;;. These weights obtained in the learning process by
GAs and ESs acquire values from the set of real numbers R. Synapse weights between
the hidden layer neuron H; and the output layer (logical fuzzy neuron) OUT; (Fig.3.c)
are wj;. These weights obtained in the learning process by GAs and ESs acquire values
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from the interval w;e[0,1]. The input into the neuron IN; is a;, the output of the
summation fuzzy neuron H; is b; and the output of the logical fuzzy neuron OUT; is c;.
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Fig. 3.a Input neuron, 3.b summation fuzzy neuron
3.c logical fuzzy neuron

The output b; of the summation fuzzy neuron can be expressed as follows

. ifb. >
b, =1 (b; — Prin) / (Prcx ~ Prn), i prnn < b'i < pms, Where 1)
0 ifb; < pri
o |
bi =;ajWij 2)
1=

and Prin, Pmax are condition of a normalizing function. The output ¢; of a logical fuzzy
neuron can be expressed as follows

i = MAX (MIN(b;wy)), 3

where the operation MIN (MAX) [8] is a logical operation of conjunction (disjunction).



32

3. Genetic Algorithms and Evolution Strategies

Every living organism is described by its genes. Genes can stay in several forms -
alleles. The set of alleles al; living organism is called a genotype. A fitness n evaluates
genotypes with regard to their adaptation to the environment in which they live. Influ-
ence of one allele can depend on others. It causes that almost identical genotypes have
a different fitness n. Some living organisms have features that make them more adaptab-
le to their environment. These organisms will have a better fitness 1 and more chances
to stay alive and reproduce. In general, genotypes are represented as allele strings. The
first element of the string is an allele of the first gene, the second element of the string is
an allele of the second gene, etc. Length 1 of a genotype expresses the number of alleles
in it and is constant.

Let a be a set of all possible genotypes (APGs)

a={ G;= {aljaly ... al; ... al, }, where al; is an allele of the i-th gene}.(4)

Then a fitness n:G; — Rtassign a real number to each genotype from APGs o.
There are M individuals available and everyone has an unambiguously specified geno-
type from APGs «. These M individuals create a population. Genetic algorithms and
ESs modify a population by a time step t. The set of individuals of the population at the
time t is expressed as B(t). Further, an individual with a genotype G;ea will be identi-
fied with this genotype. The size of B(t) is constant and equal to M.

The genetic algorithm GA1 [5,6,9] can be expressed as follows:

1. Initialization: Let t = 0. Randomly choose M individuals from APG o and create
a population B(0) of them.

2. Selection: To each genotype G;<B(t) assign a fitness 1. Randomly choose genotype
G;eB(t) and place n of its copies into population B(t+1). The number of n copies is
given by the following relation

M
n=(n /Zni) M. ©)
1=1

Repeat this step until the number of genotypes G; in population B(t+1) is equal M.
Thent=t+ 1.

3. Crossing: Randomly choose two genotypes G;,GjeB(t). With probability p = 0.5
interchange all alleles between genotypes G; and G;. Repeat the foregoing steps to
that every genotype is crossed with probability p,..
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4. Mutation: With the probability p,, alter the value of all alleles al; by a random value
from the interval <+3,-3>. The value & depend on the type of an analyzed problem.

5. Stop condition: If t > t,. stop GA1, otherwise continue from the second step. Ge-
notype Gje B(t) with the highest fitness n consider as the most suitable.

The GA1 changes and modified the sets of alleles of mutual various genotypes.
These algorithms alternates between selection and variation (crossing and mutation)-the
two fundamental processes of the evolution. The evolution is the process changing the
generations of the organisms in such way that they are adapting to the environment. The
GAL1 finds a suboptimal solution of this problem, but the experiments show that the con-
vergence is too slow and the synapse weights can be far away from the optimum depen-
ding on the initial values. Therefore we propose a modification of GA1.

The genetic algorithm GA2 [3,4] can be expressed as follows:

1. Initialization: It is realized as in GA1.

2. Selection: To each genotype GjeB(t) assign a fitness n. From the population B(t)
choose M genotypes with the highest fitness n into the population B(t+1). Then t =
=t+1.

3. Crossing: Take out the first genotype G;eB(t). Create copies of four randomly choo-
sen genotypes G; to G4eB(t). With the probability p = 0.5 change alleles genotype
copies Gy to Gy for the allele of genotype G;. Add the genotype copies G, to Gy into
the population B(t). Repeat the foregoing steps for all genetypes from the population
BO.

4. Mutation: It is realized as in GAL.

5. Stop condition: It is realized as in GA1.

The GA2 also starts with random initial values of alleles. The selection step is rep-
laed by sorting and choosing the best organisms for the following evolution depending
on their fitness. The organisms are then randomly crossed four times in one population.

The evolution strategy [7,9] has the following form:

1. Initialization: It is realized as in GA1.

2. Selection: It is realized as in GA2.
3. Crossing: Create copies of two randomly chooen genotypes G;,GjeB(t). With
the probabillity p = 0.5 change alleles between copies of the genotypes G; and G;.
Add copies of the genotypes G; and G; into the population B(t). Repeat the foregoing
steps so that the number of genotypes in the population B(t) meets the condition
N<M, where N is a maximal number of individuals in the population.
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4. Mutation: With the probability p,,, change the value of alleles of all genotypes crea-
ted by crossing with a random value from the interval <+3,-8>.
5. Stop condition: It is realized as in GA1.

In addition to GAL1 [5,6,9], GA2 [3,4] and ES [7,9] there exist other algorithms. The
number of states in which alleles of a genotype can stay divides the genotypes into two-
-value genotypes (TVG) and multiple-value genotypes (MVG).

The simplest genotypes are TVG repesenting features of an analyzed task by binary
numbers. One allele is assigned to each feature and represents a presence of a feature.
A two-value genotypes can represent multiple-value feature of the analyzed task. Num-
ber of states is specified for each feature in this case. A binary number is assigned to
each state and the sequence of these numbers creates TVG. In the case of mutation of
allele of TVG, logical negation of allele's value is made. A multiple-value genotypes
represents multiple-value features of the analyzed task. The set of states is represented in
the set of real numbers assigned to alleles. A mutation operator used over MVG adds
a random number from the interval <+3,-8> to the value of mutated allele.

Genetic algonthms and ESs representing their various classes, are analyzed in [9].
From this analysis it follows, that GAs and ESs with multiple-value genotype is suitable
for realizing of the pattern recognition.

4. Learning Processes by of Genetic Algorithms and Evolution Strategies

For the purpose of setting synapse weights of the defined FNNs, GAls, GA2s and
ESs with multiple-value genotype can be used. In the learning process, the alleles repre-
sent the weights of corresponding synapses on FNNs. Learning results (FNN outputs)
obtained by means GAs and ESs for recognition the input patterns P,B,R and damaged
input patterns P',B'R’ are shown in Fig.4, Fig.5 and Fig.6. The given outputs represent
values of membership functions p, obtained by means of the introduced algorithms
which expresses memberships into the input fuzzy sets P,B,R,P' ,B',R'.

From the values of a membership functions p of outputs OUT = {OUT;,0UT,,
OUT;} (Fig.4) it follows that, if after synapse weights setting in FNN there is at its
input the pattern P (P"), then output OUT, represents membership to fuzzy set P (P)
with membership function value pp=1 (up=1), OUT, refers to fuzzy set B (B) with
up=0.13 (ug=0) and OUT; belongs to fuzzy set R (R") with pg=0 (up=0.5). Similarly,
one can interprete the results in the case when pattern B(B"), or R(R)) are at the input of
FNN.
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Fig.4 Output values of FNN obtained in the learning process by GA1

Fig.5 Output values of FNN obtained in the learning process by GA2
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Fig.6 Output values of FNN obtained in the learning process by ES

Table 1 shows parameters and experiments results. It contains the type of algo-
rithms, the crossing probability p., the mutation probanility p,,, the number M indivi-
duals in the population, the maximal number N of individuals in the population, the
number of generation, the fitness n} and computation time. The value n represents the
fitness obtained during the evolution by means of the given GAs a ESs. From Table 1
it also follows that the highest fitness 1 is obtained by algorithm GA2 with the smallest
number of generations. However, its calculation time is the longest. Maximal fitness
(Mmax=18) is determined as the product of input patterns number and FNN outputs num-

ber.

Table 1 Parameters and results of experiments

Algorithms | p, Pm M N n Number of | Calculation time
generation [time unit]
GAl 06 | 001 | 40 - 15.7 260 53
GA2 - 0.01 [ 40 - 17.92 100 48
ES - 001 | 40 | 100 [ 17.03 250 30

The evolution of the given GAs and ESs with multiple-value genotype is shown in

Fig. 7.
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Fig.7 Evolution by GA1, GA2 and ES with multiple-value genotype

5. Conclusion

The paper introduces a new type of FNNs, that are suitable (in adition to other
fields) for pattern recognition the input patterns and damaged input patterns. The learn-
ing process in FNNs defined in this way is realized on the basis of GAs and ESs with
MVG. For the purpose of setting synapse weights in FNNs the program system, that
enables to realize various of GAs and ESs with TVG and MVG can be used. This prog-
ram systems has been realized in the programming language C*.
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