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Abstract.  In this paper, we first introduce fuzzy — interval distribution numbers and their an extended add operation.
And then on the basis of this, We study the relations between interval quasi — probability metrics and pseudo - metrics.

Conscquently another effective method is provied with further discussion of ordinary quasi = probability metric spaces.
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1 Introduction

Interval valued fuzzy sets were suggested at first by Gbrzalczany M.B. (1) and Turksen I.B. (2].
They had been applied to the fields of engineering technique etc. Meng(3) studied interval valued {fuzzy
sets in detail and deebly, At~ the same time their decomposition theorems and representation theorems
are established. Wang(4) defined ordinary interval valued fuzzy numbers on an closed bounded interval
(a,b) CR, discussed some important properties and comparison problems of interval valued fuzzy
sets. In this paper, we first define fuzzy ~ interval distribution numbers, and then give their an exten-
ded add operation. Second, . by introducing the concepts of the interval quasi — probability metrics.
Furthermore, we investagate the relations between them and ordinary pseudo — metrics. It will provide

the applications of the theories of interval valued fuzzy sets with another effective method.

2 Fuzzy — interval distribution numbers

Throughout this paper, let I = (0,1), R denote the set of all real numbers.
Write (I) = {(a,b) 1 a < b,a,b € I}.
Definition 2.1. For any (a,,5,] € (I},t € T. Define
‘é\Ta,= infla, | t € T} ’é/Ta,=supla,l\-L\E T}
‘é\r[a,,b,l = [:é\'ra" cé\'rb‘]; ' hl/_f[a,,b,] = [:é/'ra“ :grb']°
Especially, whenever (a;, 1), (a3, b3) € (I). We define
[alsbl] = [azybzl iff a = Qg by = b3
(1,0 < laz,b2) iff a1 @z b1 < ba
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[a,, bx] < [az, bz) iff [ah bx] < [az. bz] and [al’ bl] 7 [az. bz]-
Obviously, ({I), <, A, V) constitutes'a complete lattice with a minimal element 0= (0,0) and

a maximal element 1= (1,1).

Definition 2.2. Let a mapping P:R— (I}, z— P(z) = (P™ (z), P* (z)] € (I). If the follow-
ing conditions are satisfied.
(1) real functions P~ and P* are monotone nondecreasing;

(2) P~ and P* are left continous;
(3) limP (z) =0, lsz (z) =

X~ =00

Then P is called a fuzzy — interval distribution numbér. If P satisfies P (0) =0 besides above condi- -
tions. Then P is called a positive fuzzy — interval distribution number. ‘Let & ( H) denote the set of all
fuzzy - interval distribution numbers. Let & (H, ) denote the set of all positive fuzzy — interval distri-
bution numbers. »

Whenever P € A(H, ), obviously, if £ < 0. Then we have 0< P(z) < P(0) = 0. i,e,
p(z) =0 . Therefore, we may regard positive fuzzy — interval distribution numbers as a mapping from
(0,00) to (I) . '

In fact, fuzzy — interval distribution numbers are special interval valued fuzzy sets. P~ and P* are

ordinary fuzzy sets.

Definition 2.3 Let P,Q € A(H,), define order “<”; P<Q iff Q)< P(z), forallz €
(0, + ) | |

Especially, (A(H,), <) constitutes a partial ordered set.

0 z<<0

Letting H( )={ -
g L E i >0

We easy kmow that H € A(H,) and H is a minimal element in A(H,) .

Definition 2.4.Let P € A(H). For arbitra‘ry (2,2 ,] € (I) .Let Pu,a = {z€ERIP (x)>
A1, P* (2) = A2}, Then P2, is called a [A,. A2) —level set of P.

By the definition of fuzzy ~ interval distribution numbers, we can prove that Pu 2) isa closed in-

terval formed as [a, + ©®)on R .

Definition 2.5. Let P, Q € A(H). For all z € R. we define

(PBQ)=2) = v (P (z)AQ (y),P (.;:) A Q*(y)) . Then (P @D Q) is said to an

z=x+y
extended add operation of fuzzy — interval distribution numbers.

Theorem 2.1. LetP,Q € &A(H) .Then(PH Q) € A(H) .In pnrticularly,if-P, Qe A(H,).
Then (P @ Q) € &(H,).
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Proof. By definition 2.5, it is easy to prove the monotonicity with respect to (P @ Q). Now we
proof its left continuity. For each 2o € R, we choose a sequence z, 4 z, . By definition 2.5 dnd the de-

finition of supremum, for any € > 0, there exists zg, yo € R, such that 2o = zo + yoand P~ (zo) A

Q (3)=(POQ) (z) -5  where (PO Q)(z0) = (PO Q) (2), (PO Q)" (£0))

Since A is T — module continous. Thus for above € > 0, as for P and Q ‘. there exists a whmon é

> 0 such that (P~ (zg) = 8) A (Q™ (30) = 8) =2 P~ (x0) A Q" (30) - ‘%

Further, letting sequences z, 4 zg, ¥, } yoand z, = z, + y. '

Then from the left continuity of P~ and Q~ , for above & > 0, there exists a natural number N,
whenever n > N ,we obtain P~ (z,) 2= P~ (z,) - 8 and Q~ (y,) = Q~ () = & o consequently,
(PO Q) (z)=P (z,) A Q (3)=2(P (z) - 8) A (Q () -8)

> P (20) A Q (30) -5 = (PO Q) (20) - e. .

i.e, (P@® Q)  is left continous. We can prove that (P Q)" is also left continous by the similar way.

Second, By A ia T — module continous, then for any ¢ > 0 . We choose 0 <' & < ¢ .From the left
continuity of P~ and Q~ , we know that there exists zq, ¥o € R, such that P~ (zy) 21~ & and Q~
(y)=1-95. ,

By the monotonicity of (P @ Q)~ , we can obtain that (P @ Q) (z) = P~ (z0) A Q™ ()
=1-56>21-¢ whenever z>xo+yo.Thus‘£iﬁ(PEBQ)'(z) = 1. '

Similarly, 'QIZ(P B (z)=1 i.e., 'f.imgPGB Q)(z) = 1. By the similar method,
we get ,E."L(P @D Q)(z) = 0. The proof is omitted. |

Finally,if P, Q € &A(H,) .From P(0) =0 and Q(0) =0,
we show that (P@ Q) (0) = (P Q)* (0) = 0. Therefore(P@ Q) € &A(H,).

Theorem 2.2 Let P, Q € A(H). Then for arbitrary (1, ;) € (I,
(PO Qaupay = Pupay + Qupay

Proof. By definition 2.4 and definition 2.5, we can proof it easily. So omit it.

3.Interval quasi — probability metrics.

Definition 3.1. Let X be an ordinary set, mapping D: X x X — A(H,). suppose D fulfills
(1) D(z,z) = H, (2)D(z,y) = D(y,2), |
(3)D(z,y) < D(z,2) D D(z,y), Vz,y,z€X
Then D is called an interval quasi — probability metric on X . and triple (X, D, @) is called an interval

quasi — probability metric space



Definition 3.2 Let mapping p : X X X — (0, + ). Assume p satisfies
D p(z,z) =0 (2)p(z,y) = p(y,z)
(p(z,y) < p(z,2) + p(2,y)y, YVz,y5,2€ X
Then p is said to a pseudo — metric on X , and (X, p) is said to a pseudo — metric space.

Theorem 3.1 Let (X, D, &) be an interval quasi — probability metric space. For any (1y;,1;) € -
(I). Letdq ,2,)(2,y) = inf {2z € R1 D(z,y)(2) 2 (1,25} }. Then (X, dq 1)) is & pseudo -
metric space.

Proof. For each (4,,2;) € (I] ,From D(z,z) = H, we have (D(z,z))u,ap = Hua
= (0, + ).
Thus dpa)(z,2) =0 and dga)(z,y) = du,ay(, ) is obvious.
Further, by definition 2.3 and D(x, y) < D(z, z) @ D(=z, y),
we view D(z, y)(2') 2 (D(z,z) @ D(z,y))(2’), forany 2" € R.
Hence (D(z,y))u )2 (D(z,2) B D(z, y))“x":] Taking infimum at two sides at the
same time. We obtain d, ,1)(z,5) S du a2, 2) +dg 1 (z, ¥).

Therefore (X, d(; ,a,)) is a pseudo ~ metric space.

Theorem 3.2 Let(X,d [,’.A.)-) be a pseudo — metric space. If d is monotone increasing with respect
to (3;,42) € (I). Let D(z, y)(2) =“l.‘¥ém{ (1,22 1 d[,\l,;.)(z,y) <z |.

Then D is an interval quasi — probability metric.

Proof. Simulating the proof of theorem 2.1, we can prove D(z,y) € A(H,). so omit it
Obviously, D(z,z) = Hand D(z,y) = D(y,z) forany =z,y € X.

Applying definition 2.4 and the theorem of nested sets with respect to interval valued fuzzy sets in
(3), for any [A,, 25} € (I) .We have

Dz y) o,y = tr.r)yu,-a,l[ w.an(z,y), +.°) = [u n;f d“ 1(Z,3), + )

sinced 3r (2, y) < dpran(x, z) +dpran(z,y), YA, 4%) G (n

Hence (D(x,z) @ D(z,y))ux1 = (D(z,2))u . + (D(z,9)) 29 S (D(x, )
By the decomposition theorem of interval valucd fuzzy sets in(3), we have

(D(z,2) D D(z,5))(2") < D(z, y)(2"), for each z° € R. From definition 2.3,

We show that D(z, y) < D(z, z) @ D(xz, y) .Hence D is an interval quasi - probability metric.
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