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Abstract
In present paper,we first introduce the concepts of the

consistency distribution between the possibility distribution
and probability distribution ,the noninteractional consistency
distribution and the orthogonal consistency distrihution.Then
some basic properties are discussed.Next step,the degree of the
consistency, the conditional degree of the consistency,and the
independence of consistency distribution are defined in turn.

And some properties of interest are also our topics.
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1.Preliminaries
Let X be an at most countable set, mapping
P X BL1J
is a probability distribﬁtion on L.
a: X —[0,1]
is a possibility distribution.It is called normal possibility

distribution wnen N C(x) = 1
x€ X
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Let PS(X) denote the family of normalized possibility distribution
over %,PR(X) denote the family of probability distributions over X.
We know the simultaneous existence of both kind of information about .
X,a probability and possibility distribution,and the question about
the relation between them arises at once.For these situation Zadeh
[6]established the possibility-probability consistency principle :the
degree of consistency between the possibility distribution and the
probability distribution is expressed by

Cymp) = I Tx)p(x)

Definition1.1: let T: [0,1]x [0,1]-5[0,1] be a function,T is called
a t-seminorm,if and only if it fulfills the properties:

(1) T(1,x) = T(x,1) = x, for all x of [0,1] .

(2) If x, € x, and y, % ¥, then T(x,,y,) £ T(x5,5,)

Clearly, Ty(x,y) = zy , T1(x,y) = XAy are t-seminorm.
Definition1.2: let T : [0,1] x [0,1] — [0,1] be & function,T is called
a t-semiconorm;?nd only if it fulfills the properties:

(1) L(xy0) = 1(0,x) = 2 ,for all x of [0,1)

(2) If x, £ %, and y, y, then .L(x1ry1) £ .L(xz,yz) .

It is easy to see that L is a t-semiconorm if and only if
there exist a t-seminorm T such that L(x,y) =1 - T(1-x,1-y) .

Clearly, L (x,y)=x+y , L, (x,y)=xvy are t-semiconorm.

The t-norm an@ t—conorm concepts of Schweizer and Sklar,see[5]

turn out to be special cases of the previous definitions.

2. Consistency distribution

Definition2.1: let "€ P3(X),p& Pii(x), mapping



C( M(x),p(x)) Mxp —{0,1]

c( M(x),p(x)) = o( M(x),P{x))
is called consistency distribution over X between possibility distri-

ii>

bution M and probhability distribution p.Where T is t-seminorm.

<~ ,
Clearly, Cz(ﬂ,p) = % To(™ix),p(x)).

Let €(X) denote the family of consistency distribution over X.and

C{ T(x),p(x)) = C(t,p) (or briefly C ).
Propositiond.1: Consistency distribution have the following propert1€<

(1re(0,1] , ¢, 40, € CERI=> Ac, + (1-AD.C, € €(X) .

(2) €& £(X) ,0,€ €(x) = Min(C,,C,)€ €(x), Max(C,,C,)€ £(X)

B)1] is a strictly monotone increa-

(3) '€ €(x), g(s): [0,1) —

sing continuous function with g(0)=0, g(1)=1,and G(s) is inverse

function of g(s),then

Clm,p) = 6(C'(g(m),g(p))) € €(X).

Besides, if

c'(C'(a,b)yc) = C'(a ,C'(b,c))
then
C(C(a,b),cl) = C(a,C(b,c))

Proof: Straightforward.
Proposition2.2: let C(m,p)é f(x),C(Wé,p)e ¢4x),if for any a€ X,

Tia) 2T,(a),tnen C(T,yp) = C(T,,p)
Proposition2.3: Let C(w,p,)¢€ EXX)-CVK,pz)E ¢(%X),if for any a€ %,

g(a )y = gﬂa ),then C(T,p,) = C(m,p,).
and 2.5 are obvious.

The proof of propositionZ.?
1eN‘r for any T € PS(X),pé PR(X),1t is clear that {T(x)}

let X ={ »,
and {o(y)\ are at most contanle sets.If C€ £(X),then {E8(T,p)ris also
T subsets of L=

et S be a -algehra of

an &t most contanle set
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{;K(xi)lleN} and E: a 0" -algebra of subsets of.Jl {p(x )‘1€-N}
then 2 = 2.4%x Z, 1is & ¢ -algebra of subsets of-L =1, x No
Proposition2.4: Let¢€ Po(X), p€é PR(X),then
B ={x|mpe}
is a (>~ -algebra on X.
Proof: First ,since JL1€XL,, f1:€2,
X={x!Tu)@ﬂM vxex}
={x“ﬂx)e Ny VXGX}
={x "Tf(x)e-n-\ y P(x)€E —Q2 , VXEX}

; hence

Besides

{tmm] Te | pedl, , yxexy€ S
tnat is

{mp] mpenyes
therefore

X ={x! (W.p)é-n-)e,@ , (because JL€2 )
Next ,let Aévﬁ , then

{(‘rc,p)\xEA}C—Z
because

{ewp)| wrre Ly €L

hence

{(’T(,P)‘ (‘T.p)e'n'} ‘{(u. \ xGA}EZ.

then, we have

A=3X-A —{x {('r[,p)\(qr.p)é-ﬂ\)' - { (mp)| x&A}} eP
Finally,let B, GJB ,i€ N ,owing to 2. is a (~-algebra, hence vc have

U{(fr.n)l ven} €Y,

and
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{" \ U fap)xenjes §eB

t=t
that is

of
Us, €5
= L

Therefore jg is a ( -algebra on X.The proof is finished.
(X, %) is called a measurable space.
Definition2.2: C€ ¢(X) is said to be 2, -measurable,if and only if
{('rr.p)] c(w,p)€ [o, 4] y €T
for each d&[O,ﬂ.
Propositionz.5: Let C, and C, are S, -measurable consistency
distribution,then C,V C, and C,AC, are also 2. -measurable
consistency distributions.
Proof:Using proposition2.1 (2),we may get C1VC2 and C,AC, are
consistency distribution.The next only to show tney are ,-measu-

rable.

Since X is an at wmost countable set,hence {C1V023'is also an at

most countable set,therefore,for each dé:[0,1],we have
{mmlcye, € [0,y = Y {(TCyperpp0)}
whereqTik ='W(xik) » Pyy =P(x;,) -
We denote
Oy (T gy v Py V Cp(Tyye » Pyg) = my
M= {(‘T(.p)‘ cVe, Gfovmkl}
obviously,
Ofm €%, I = L.]J{(qtikj ’ pikj)}

Besides,owing to

¢, (Mikj ,p =

S
{01(7(1“ ,p.lkj), c, 2C,

\ Cz(qfi

/
gV O (T +Pyyy)
i 'Pigg)e  CiEC
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and C,' ,02 are Z—measurable,hence

{(T[ikj 'pikj ')}C{(ﬂ'p)lct(wikj 9pikj)€‘ [O,mk] ’ t=1,2} éz

Therefore

e = {BJ { m(ikj ’pikj)} €%
and

{(Tf.p)l C,‘\/ cze[O,D(]} = %{J Ml{ é Z

That is 01\/ 02 is Z-—measurable..For the case of C1/\ 02 one may give
a similar proof.

Definition2.3: Let ‘& P3(X),pé& Pi(X),consistency distribution C is
said to be noninteraction,if and only if

C(T(x), p(x)) = T, (T0(x), p(x)) WV x€éx
In this time ,we 2lso called that possibility distribution T and pro-
bability distribution p are noninteraction.
Definition2.4: Let (€ P3(X), pé& PR(X),consistency distribution C is
said to be orthogonal consistency distribution,if and only if

C(Tix), p(x)) = L (T(x) , Pf{x)) V xe X
In this time ,we 2lso called that possibility distribution <t and
probability distribution p are orthogonal.

It is casy to see that if T((x) = O,then for any p(x)é PR(X) ,
Cér,p) =Lm,p) = p; if p(x) = O,then for any T(x)€& PS(X),Cém,p) =
L@t,p) =7 .In tris both case,the possibility distrijution 7y -md the
probebility distribution p are called strict orthogonal.
DefinitionZ.5: “T(x)¢€ P3(%) is cnalled _g—measuraJle,if and only if
for anyo{e['o,lj

{xl'Tf(x)G- [O,o.’j}' 4
Definition2.6: p(x)& PL(X) is cnlledﬁ-measurable »if and only if
for eny « €[0,)]
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, {xl p(x)€ [O,d]} (’.ﬁ

Proposition2.6: If consistency distribution C(r,p) is noninteracticn

and 2. -measurable,then T(x) (p(x) ) is 8 -measurable.

Proof: Since {"l((x))' is an at most countable set,hence for each

dé-{0,1] ywe have
{xymxm[oﬂﬂ = g{xm}
e denote 'ﬂ'(xik)/\ p(xik) = 1, ,that is C('f((xik) , p(x.lk)) =1, ,
obviously,0 & 1, £ 1.DBenote M, = {(-zz,p)lc(q(,p)e [o,lk]} yowing to

c{7,p) is ¥, -measurable,hence’ MkE-Z. yusing proposition2.4 ,we have
{xik}c {x \ (,p) € Mk} € B

therefore
U{ 1L§ } (W,p)cM Lf S ""’
that is
{x 1m0 €lo, 1) €8
Hence TM(x) is /ﬂ—measurable,similar,p(x) is also ﬁ—measurable.
Proposition2.7: let T(x)€ PsS(X),p(x)é PR(X),then
Cim,p) = 1= L(1=7,1-p) € €(X)
Proof: For tnis we have only to show that C(w,p) = T(m,p).

C(1,p(x)) = 1= L(u,1-p(x))

i

1-(1-p(x))

i

p(x) .
C(TM(x),1)=1- L(1~ T(x),0)
=1-(1- T(2))
= T(x) .
If TM(x,) & Tixyd , plyy) € ply,)
then
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1-T(x,) * 1= Txy) ,  1-ply,) = 1-p(y,)
hence ‘
LO-7x,) , 1-p(y,)) & -1-(1—'7T(x1) 21-ply,))
S0
1= L0- Tx,) 41-p(y,)) 2 1- L(1—11(x1),1-p(y1)}
that is
C( TMxy)ypiy,)) £ C( T(x,),P(y,))

Therefore C(70,p)€ £(X).The proof is finished..

3. The degree of consistency

Nefinition3.1: let (X,B) is a measurable space,C € £(X) is Y -measurabvle,
we défine
P(C) =<%’C('K(x),p(x))dP
and name the quantity the degree of consistency between the possibility
distribution T and probability distribution D.
dnere P(A) = 2= p(x) YV Aef
It is analogous to the Zadeh's probability of fuzzy events,we have
1. If C€ £(X) is ¥ -measurable ,then O & P(C) < 1.
2. 1If C(W,p) = 1, then P(C) = 1.
5. Ir €, (m,p) & C,(m,p) ,then P(C,) <P(C,) .
Proposition3.1: Let C1€ e(x) »Co € ¢(X) are Y. -measurable, then
P(CV Cy) = P(C;) + P(C,) - P(C,A c,)
Proof: Since

P(C,V C,)+P(C,A C,)

)

é(C1V’Cz)dP + 5 (01/\02)dP

]

g[ (C;V C,) + (c,AC,)]ap
{

= g (C1+C2)dP

/SC1dP+ fgCZdP
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= P(Cy) + P(C,)
Hence
P(C,V C5) = P(C} + P(C,) - P(C,AC,).
Corollary3.1: If C1A C, = 0, then
P(C,V C,) = P(C,) + P(C,).
Proposition3.2: If C€ ¢(X) is Y. -measurable, then
P(1-C) =1 - P(C)
Proof: Obvious.
Definition3.2: Let T((x)€ PS(X) is B -measurable,for arbitrary
p(x)€ PR(X),the marginal degree of consistency about 77 is defined by
P(T) = é'ﬂ(x)dP
Proposition3.3: If C(m,p)€ €(X) is noninteraction and ¥ -measu-
rahle, then
P(C) € P(T)
Proof: This is evident.
Proposition3.4: If M € P3(X) and p€ PR(X) are strict orthogonal,
and 77 ,p f5-measurable,then

gP(qf) T(x)
P(C) L

H*
@]

Il
O

T(x)

Proof: Obvious.

4. Conditional degree of consistency and independent
Definitiond.1: let C,;€ £(X) and C,€ ¢(X) are < -measurable,if P(cd>c
A \
P(c,]c,) & P, .G,
P(Cz)

is called coditional degree of consistency about 02 .
Definition4.2: let 016 “(%) and 026 ¢(X) are E:.—measurable,.C1 and

02 are said to be independent each other,if and only if
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P(C,* C,) = P(Cy) P(C,)
It is analogous to the conditional probability,we have
. If C; =1, then P(Cle ) =1
2. 0£ P(C,|C,) €1
3. P(C, + c21c3) = 2(c, [c5) + P(,]Cs)
Proposition4.1: If P(Cz) > 0, then C,IE f(X) and Czé E(X) are indepen-
dent if and only if P(c1[cz) = P(c,).
Proof: This is evident.
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