10

CONDITIONAL FUZZY CLUSTERING

FU GUOYAO
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Abstract: In this paper we shall present a new topic in the domain of the fuzzy
clustering—conditional fuzzy clustering, and introduce an algorithm for a simple
problem of the conditional fuzzy clustering.
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In the fuzzy clustering problems we have presented thus far, the samples are
independent each other and are on equality at the time of classifing. But in the
practical activities for scientific research and producing there are also such situa-
tions that some of the samples are subjected to some restrictions, namely the
clustering is under some conditions. For example, a clustering result of (n—i)
samples has been obtained and the fuzzy equivalent matrix B,_; of order (n—1) is
their relational representation, the clustering result B,_; is very well, it is so sat-
isfied that we intend never to change it , or practically it is unable to change.
Now the production has developed, the samples develop n—1i into n, we want to
make fuzzy clustering for these n samples with B.—; unchanged. That is a prob-
lem of conditional fuzzy clustering. Obviously to study conditional fuzzy cluster-
ing possesses theoretical and practical significance.

The fuzzy clustering method mentioned in this paper is the clustering based
on fuzzy equivalent relations. The clustering is made by the transitive closure B
of the fuzzy similarity matrix A, whose element is the correlation coefficient of
the samples. Because the process computing the transitive closure consists of a se-
ries of unidentical variants, so there may be a big difference between B and A,
hence the clustering result obtained by B perhaps does not conform to the reality
represented by A. Therefore E. Ruspini, Zhu Jianying and J. Watada presented
the idea of Optimal Fuzzy Equivalent Matrix(OEM), i. e. a fuzzy equivalent ma-
trix with the smallest distance from A. In this paper Frobenius norm || A || 2=

Ea,, » A= (a;)axa is accepted for distance. According to the idea of OEM the

fuzzy clustering is to find a fuzzy equivalent matrix B= (b;) from A= (a;), so
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In the subsequent text we will introduce an algorithm for the simplest situa-
tion i=1 of the foregoing conditional fuzzy clustering problem.

Suppose N={1,2,+**,n}, S, denotes the set of all nXn fuzzy similarity ma-
trices, E, the set of all nXn fuzzy equivalent matrices, B,—; € E,_; is a satisfied
clusteting relations of n—1 samples, the n—th sample is a increased sample, a;a,
82a5°** y8n—1.q are correlation coefficients of the new sample with the original n—1
samples. Consequently, the similarity coefficients matrix of these n samples is

{minim_ize f= ] (by—ay)? 1

4,

a
Bn-' 2o

(8n 82 °*** 8p_m 1 )
Hence the problem is to find a fuzzy equivalent matrix B

bln‘

B.. b=

b bum o 1]

so that || B—A || =lrynér‘1z | B —A| ,
here Q= {B|BEE.,,and its left upper submatrix of order (n—1) is B.—;}

Proposition 1. If A= (a3) €E,, for kEN and x€[0,1] change a,, the ele-
ments of the s—th row of A, and a;,, the elements of the s—th column of A into
a' g=a y=ay \x, 1<i<n, i#s

a =1
but keep the rest a’ ;=a;; then A’ =(a’ ;) €EE..
Proof. See[1].

Proposition 2. If A= (a;) €E,, then for any column of A, a,=(a;,,a2 " 180T
there must exist x€ [0,1] and ks (k€N), such that

a,=ax Ax, 1<<i<n, i#s.
Proof. See[1].



12

Propesition 3. The function g(x)= 21 (¢; Ax—d;)? has the mjinimal value g, on
[0,1], here the constants c;, di€[0,1].
Proof. Let 0<<c;<<c, < ***<(c,<(1, calculate the minimal value gx of g(x), for x

€[0,c: ][y cir1 ]G=1,2,*,n—1) and [c,,1] respectively, then choose go=
mkin gk'

According to the above propositions obtain an algorithm for computing B as
follows:

¥ For x€ [0,1] compute the minimum value mx, and the optimal point xi of

n-]

the function g(x)= Zl: (bx Ax—awn)?,k=1,2,++,n—1.
3¢ Comparing ry, obtain m.=mkin my and x,, define

ba=bus==by A x, A<i<n—-1D
ban=1

bln ]

D‘n-l I?z"

(B bz o 1]
is the result.
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