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A new tool for description of the neuron networks is discus-

sed, which is based on the intuitionistic fuzzy set theory (ct.

[11). The neuroc-physiological processes, which occur in neurons,
are described with intuitionistic fuzzy models (1FMs) in a way
similar to the descriptions with fuzzy moéels (e.g. [2.3]). The

difference between both types of models consists in the more po-
werful description "possibilities of the IFMs, Besides, the IFMs
allow a new approach, which gives more detailed description of
the interaction between the different neurons.

Initially, we shall introduce one operation of IF-type. Here
the operation "@" will be defined by analogy to [4]. ¥ <a, b>
and <c, d> are two ordered tuples, where a, b, ¢, d € [0, 1] and

a+b ¢ 1, ¢ +d ¢ 41, then:

<a, b> @ <¢c, d> = <(a + ¢)/2, (b + d)ys/e>,

<a, b> ® <x, ¥> = <a, b»>,
<, %> @ <%, ¥> = <%, %>,
for the special symbol "x", Obviously:
<a, b> @ <¢, d> = <c, d> @ <a, b>,
i.e. the operation is commutative, but it is not associative -

for three tuples A, B and C, (A @ B) @ C is not equal to A @ (B @

C) in the general case. Thus we define for the tuplies A1,..., A
» n
(A = <a , b > 1 ¢ i ¢ n):
i | 1 .
e
A ®A = @ A ;
1 2 i=1 i
n n n
® A = <(EF a)/n, (T b )/n>.
=1 i i=1 i i=1 i

Thus "@" is defined over the elements of a given universe, where
as in [4] it is defined over IFSs;, but its properties are similar
to these from [4)].

' Let a neural network be given (see e.g. [5,6]). A part on this

network is shown on Fig. 1. Each neuron N , (1 ¢ i ¢ n+1) of the
i i )

network possesses the structure and parameters, as follows (for



Fig. 1
the notation used see [1,5,6]): somma, dendrits,
ses. '
The neuron inputs are the dendrits (here - these are

connections C (1 ¢ j ¢

Jli ]
are an axon (which in not given on Fig. 1) and synapses - output
connections C (1 ¢ p ¢ q); the basic body of the neuron is the
1, P
somma, in which sommatic potential is accumulated. I¥ there are
not connections between neurons N and N , then the value of C
1 Jd by d
= <%, %¥>. The sommatic potential of the neuron N at the time-mo-
i
ment K is U (k). Every neuron can fall into three states: axita-
i
tory, inhibitory and normal.
C C C C
Let C = <y , Y >, where p_  and v  are degrees of
N N Jat Ja N
c C
exitatory and inhibitory, respectively, and p  + v {1,
o o | N Jat
f p > 71 , then the connection is exitatory;
Ji N
C C
ifp < T then the connection is inhibitory
Jit Ji
C C
if p = v , then the connection is indifferent.
NI Ja
X X X X
Let X = <y , T >, where p and 7 are constants, related to
J J J J

X X
the determination of U (K) and p + 71
J

teristics of the neuron N .

J

These constiructions justify the use

s) to the neuron N ;

<1,

of the apparatus

the

of

axon and synap-

input

the neuron outputs

and they are charac-

the



IFSs.

The model can be presented by the next equations.

n
U (k) = @ F(g(xX ), C ),
i J=1 J Jat
for t £ 1 ¢ n, where U (k) is the sommatic potential of neuron N
i I
and:
Y (K) Y (K) Y (K)
J (X)), if p > max (v o ) & (7 < B )
o’y g’ J J J J J
g(x ) = )
j .
xR, *> , otherwise
is the function determining the participation of the neuron N at
J
the sommatic potential U (K);
o
C Cc
Z @ C y if P v
! tyJ Jat Jid
C C
f(Zz, ¢ ) =/H (Z e ¢ )y , if p < 7
Jy i ", g i iy J Joyi N
* y, If Z = <%, %> or C = (K, %>
i Codi
is the function determining the participation of the neuron N at
J
the sommatic potential U (K). From the above definition it can be
U U U u
seen that U (k) = <y , r >, where p and r determine the degrees
{

! i | !
of positivity and negativity of the sommatic potential of the ne-

uron N at time-moment K.
i

when: :
Y (K) Y (K) Y (K)
o > max (v o a ) and v < B,
J -J J . J J
then:
Y(K+1) X Y{k+1) X
P = gy and v =7

} i i i-
Thus the exited neurons at the time-moment K recover their
initial state values at the time-moment K+1.

The neuron N exitatory and inhibitory degrees values at the
t

time-moment K+1{1 are given by:
Y (K) sy i f U (K) = <%, *>
i i
Y (K+1) = .

i Y (K) @ U (K), otherwise
: I i



Thérefore:
Y(K+1) Y (K+1)
) T >,

Y (K+1) = <p .
' [ I

Y (K+1) Y(K+1)
where p and v determine the neuron N exitatory and
i i i
inhibitory degrees at time-moment k;
The state of the neuron N is:
t

Y(k+1) Y(K+14)
- exitatory, if p >

. [}
| }

Y(K+1) Y(K+1)
- inhibitory, if p <

- . 4
] 1

Y(K+1) Y{K+1)
- normal, if pi = Ti .

The neurons’ |FM described above allows to apply elements of
the apparatus of the intuitionistic fuzzy sets with the aim to
research the basic model properties. Using this model, we can ob-
tain estimations of the neuron network behaviour. This will be an

object of another author’s communication.
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