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Abstract. We will propose and study models of referential structures and referential modes of
reasoning for fuzzy data.The style of information processing considered there allows for reasoning
about some global properties of the spaces in which the fuzzy data are placed (like similarity,
dominance,inclusion, etc.). The distributed models given in terms of logic-based neural networks
realize mappings of these properties between the spaces.The scheme of this type embraces
reasoning about similarity difference, dominance ,inclusion of the conclusions that is based on the
corresponding relationships and their strength discerned for the antecedents.For. instance ,the
conclusions are of the form: b and b’ are similar, b and b’ are different, etc.It will be also clarified

how,considering the available degrees of satisfaction of these properties, the corresponding fuzzy
sets of conclusion can be determined.
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1.Introductory remarks and problem statement

Let us consider fuzzy sets defined in two discrete input and output universes of discourse

(@,,b,) (a; ,b;) ....(ay, by)
where a,e[0,1]" and b,e[0,1]" k=1,2,....N.The frequently accepted approach being-used in
describing these fuzzy data leads to identification of functional or relational relationships between

the variables,say b=f(a) or b=a°r ,where r denotes relation existing between the data while "°"
is used to denote a set-to-relation composition operator. Another alternative look at the fuzzy data
can be derived by determining transformation of certain global properties defined in the input and
output spaces.Formally speaking we will treat this as a mapping,

g:Ha',a") =-Kb',b") '
where #(.,.) is used to underline a binary operation applied to any two elements in [0,1]* (and
[0,1]™ respectively) and describing a certain property of the space like neamess (similarity), difference,
inclusion,dominance,etc.These properties constitute global rather than local (pointwise)
characteristics of the space.They do not depend upon the single points of the space but take on a
homogenous form valid across the entire universe.Depending on the nature of the mapping ¥ one
can envision several specific interpretations. Take, for instance,the property of similarity. This leads
us directly to the scheme of reasoning by analogy [4].In this form of reasoning one looks at the
situation for which a single pair (a' ,b") is completely specified while the second one,say (a,b) is
given partially,namely b has to determined while a is provided.In other words,b should adhere to
the property of similarity (analogy),particularly the relationship #(b,b") should be fulfilled to a
certain degree depending on the level of similarity achieved for the pair a and a',%(a,a’).Once the
degree of satisfaction of F(b,b’) has been computed then the fuzzy set b can be reconstructed as a
solution to a so-called inverse problem.
The paper is structured into sections.The sections will be dealing with the general architecture of
the referential mode of reasoning involving their logic-based neural networks knowledge
representation aspects ,Jearning issues and detailed schemes of reasoning.

2.Principal elements of the architecture

The way of handling the global property of the spaces can be concisely summarized according to
the format, _ ' :
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Fog—F"
Each processing stage distinguished in this scheme takes on a specific interpretation:
(i) F operates on any two elements of [0,1]" ,;say a and a' and returns a degree of satisfaction of
the property described by 7, .
(ii) the transformation "g" maps the level of satisfaction of Fachieved in the input space into the
level of satisfaction of ¥in the output space, ,
(iif) finallly, ¥ stands for the inverse operation to that carried out for the global property.The
inverse problem arising now pertains to the determination of a specific object ,say.b',based on the
level of satisfaction of the global .pro?,eny elicited in the output space.
Being acquainted how the scheme functions, we will now look at its functional blocks in more

2.1.Representing global properties of similarity,difference,inclusion and
dominance.

The global properties are of a referential nature,namely they are determined with respect to any two

points of the universe of discourse.The relationship F(a' ,a) can be also expressed coordinatewise,
. Faa)=[fa'a) Aa') Fay,)]

We will distinguish several basic giobal properties:

-similarity (equality).The degree of its satisfaction by x and a, x,a€ [0,11,EQ(x,a),is embodied by

considering the equality index defined as [6],

EQ(x,a):asx:li[(am) AxPa)+@EPX) AX9D)

where A stands for minimum, overbar denotes complement and @ is used to denote pseudocomplement’
(implication) ,cf.[ 6], apx=sup {c € [0,1] latc £ x}. ‘
-inclusion.The degree of inclusion of x in a, INCL(x,a), is expressed as
INCL(x,2)=x@a
difference. The difference is considered to form a dual feature to the property of similarity,namely
DIFF(x,2)=1-EQ(x,a) : ‘
-dominance.The degree of dominance,DOM(x,a) ,is defined as
DOM(x,2)=agx
It represents a degree to which x dominates a. _
The plots of the two first properties,EQ and INCL ,are shown in Fig.1(both of them are implemented
with the use of the Lukasiewicz implication,viz. the ¢-operator is given by

1-a+x ,ifa Zx\

X=
P2 1otherwise |
This form of the implication operator implies a piecewise linear form of the derived indices.

EQ(x,a) \ INCL(x,a)

—- —
a X a b4

N Fi ig.1.Plots of EQ(x,a) and INCL(x,a). .
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2.2.Mapping the global properties between the spaces

The global properties will be mapped from the input to the output space by considering logic-based
neural networks.Denote by x and 'y the results of satisfaction of the global properties in the
respective spaces,namely x=%(a,a'),y=#(b,b").We will start from the two types of neurons that
will be directly used in designing the network.
OR neuron.The OR neuron is described as

y =OR (x; w)
or coordinatewise

y = OR[x, AND w,, x, AND w,, ..., x, AND w,]

where w = {wl, Wy, ..., W,] € [0,1]" forms a vector of connections (weights) of the neuron. The

standard implementation of the fuzzy set connectives standing in the formula of the neuron involves
the usage of triangular norms,

y= '§1 xitwil
1=
AND neuron.In comparison to the OR neuron ,the AND neuron uses t-norm to aggregate partial
results, .
y = AND(x; w) °
Again in the notation of the triangular norms this translates into
y=t s wl

The aim of the lo‘gic-based neural network consisting of these two type of the neurons is to
approximate logical relationships between x and y,y=g(x).The basic architecture encompasses a
single hidden layer composed of the AND nodes (neurons) followed by the OR nodes constituting
an output layer of the network.Each AND neuron functions as a generalized minterm.The number
of the neurons determines the size of the hidden layer and affects the representation capabilities of
the network. The OR neurons placed in the output layer are used to build the generalized union of
the minterms.Recall that any Boolean function can be represented as a sum of minterms;here the
generalization includes standard forms of minterms and naxterms implemented via the AND and

OR neurons.Thus the resulting neural network represents fuzzy function and is used to approximate
the available fuzzy data.

2.3.Inverse problem

The global property conveyed by ¥ implies an associated inverse problem that is formulated as
follows:Let us assume that the property ¥ operating on b and b' satisfies a certain condition
T.One of its arguments ,say b, is known.Determine all b' s satisfying the condition
Kb' bl
In particular, depending on the character of this property,we will be interested in more specific
problems where -
- EQ@®',b)2y INCL(b',b)2y DOM(b',b)2y DIFF(b' b)sy
The conditions given above reduce to the families of scalar problems with inequality constraints
' F(b',b))=Y; or Ab'},b;)2Y;
j=1,2,...,m.
Depending on the character of ¥ the following observations hold:
(i) similarity property: ‘the solution set to b'j=b;2y reduces to a single element b'j=b; iff y;=1
.Otherwise the solution to this inverse problem f,orms a subinterval of [0,1] ,cf.[6]
(ii) the results for the difference property are dual to these summarized in (i),namely b'j=b; iff v=0
In all the remaining situations higher values of y induce the membership intervals originating
around b, .
(iii) inclusion. This property induces the inverse problem in which ;=1 produces the interval of
membership values equal to [0,a].Lower values of 7 generate broader ranges of admisible values
of membership. o
(iv) dominance.For the dominance property the condition ;=1 produces subinterval [a,1]. Again,the
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lower the value of 7 ,the broader the range of the membership values.

It is worth mentioning that except ¥ =0 (difference) and y=1 (all the remaining problems), the
solution to the inverse problem happens to constitute a certain interval of [0,1].This means that
even though b is a fuzzy set, the result becomes an interval-valued fuzzy set [9].

We will conclude this section with the detailed architecture of the referential structure,see Fig.2.

reference fuzzy sets

Fig.2.Detailed architecture of the referential structure -

3.Learning in the referential structure

The learning of the neural network is based on available cases and is carried out in a supervised
mode. The original learning set consists of N cases (pairs) ry=(ay,bx).The process of leaming
proceeds in a referential format. This involves all different pairs of the cases. These cases used for
training can be conveniently arranged in a tabular form ,

L) (Lr) (g,
(r3,r1) (r2,12)  (r2, IN)
(v, 11) | (N r2) (oo IN)

Each pair (r;, 1;) represents an individual training situation in which one of the cases, say 1, is
viewed as a point of reference.The matrix given above is symmetrical therefore only a single
element out of each pair (r;, r;) and (g, 1) will be utilized for training. This in total results in
N(N + 1)/2 situations available in the training phase.

The learning set collected in that way is used to adjust the connections of the logic neurons
.of the network Assuming acertain performance index Q we will be modifying the connectioas to
achieve minimum of Q, : _

min Q
conacctions

The standard gradient-like method yields the updates of the connections that are proportional to
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a';gfam . The resulting learning scheme is standard to a high extent; the reader is referred to [7]

with respect to more specialized computational details as well as some improvements which could
be particularly essential for some types of triangular norms being used in the network.

4.Reasoning in the referential structure

Using the structure given in Fig.2 we will discuss in detail how the reasoning process is
realized.The basic idea is to cycle through all the cases r, and for each of them summarize
outcomes about the level of the global property satisfied in the output space.We will focuss our
analysis on a single element of the output space.Let us start from the first case a, (input) and

- b,(output). The fuzzy set for which the reasoning will be realized is givenas a .The corresponding

output of the network obtained in this situation is y,.Cycling through all the available cases
r.k=1,2,...)N, we obtain the pairs,

b 1L Y1
b29.72

b N -

For all the discussed properties but difference we will select a maximal value in the above collection

of ys as the one that produces the most specific reasoning results (viz. narrow intervals of
membership grades constituting solutions to the inverse problem).Let us first assume that there

exists only a single maximal element in the entire collection of ¥;’s,

Ay, = _max
10 1=1,284000y
Since ¥;, and b;, are provided, the inverse problem can be solved.

For the difference property one is looking for the minimal value in the collection of v;’s.Assuming
its uniqueness,namely : :
3 M=, 0
the emerging inverse problem takes on the same format as in the previous situation.
The algorithm requires a slight modification if there are several cases for which this maximum (or
minimum,respectively) is observed.
Denote by I, the elements such that
I,= {1=1,2,....p/n = i=ln;ax N.in }
or,for the difference property )
L= {I=1,2,...p/11= min N i}

The inverse problem has to be tackledl“:i'tzﬁur"espect to the set of the corresponding membership
values.Let those associated values be equal to by,bi,,....bs, i1,i2,-...ip€ Io.The inverse problem
solved separately for each of them gives rise to the interval of the membership values,

[b;,63), §=1.2..p |
Ehe values are aggregated in a conservative way by forming the broadest possible interval out all of

em,

[ minbj, maxbj ]

j=1,2,...,p

5.I1lustrative numerical studies

This section will be devoted to the reasoning about similarities in the input and output spaces. This
pertains to reasoning by analogy carried out for fuzzy data,cf.[1][2][3}(5](8].We will be using a
simple numerical data set discussed in a two-dimensional space as shown in Fig.3.Here n=2 and
m=1.The property of similarity has been characterized through the use of the equality index
implemented in terms of the Lukasiewicz implication,see Fig.1.The learning has been perfomed in
the neural network with the two nodes placed in the hidden layer (the triangular norms used there



54

were sct as: t-norm:product,s-norm:probabilistic sum),The optimized performance index was taken
asa sum of squared errors.The obtained conuections are equal to:

output-hidden layer: -
? w=[0.022 0.982]
hidden-input layer:
y=] 0553 0.000
0.000 0.545
|

Qo.
Oaz bo.o

Cao.0
Oo.78

Ooss Oa.ss

D1.0
Ovo

1.0

Fig.3. Set of two-dimensional cases

The next plot,Fig.4, summarizes the degrees of satisfaction of the similarity property in the output
space for different entries of the neural network and selected reference points.

\\\ \
\ \ \ |

reference point= (0.0,0.0) RN reference point= (0.35,0.50)
Fig.4 .Values of y for different input values and selected reference points

Fig.5 illustrates the lower and the upper bounds of the membership values derived from the values
of the satisfaction of the similarity property produced by the network.

6.Referential schemes of reasoning

’(I:he general types of referential reasoning can be envisioned in the following formats,
i)

Ha',a)
R={r,,1,,....0y}
FAb' b)=? b'=?

where the case (a,b) is fully specified,.i.e,both aand b are available while R is used to express
symbolically the cases encapsulated in the form of the neural network.Both -tﬁe'dggrge _pf: the
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satisfaction of the property ¥ and the values of the membership function of b' will be inferred.

(_/ 0.3 Ll ‘\o.z L 0.6 W\_/ V il ' \_/o'.o

upper bound lower bound

Fig.5.Upper and lower bound of the membership values for different values of the inputs

(ii). a' and a are given (viz.the case (a,b) is partially available).The inference is now Tocussed on
inferring the degree of satisfaction of ¥ in the output space, (b’ ,b),
Ha' ,a)

R=({r,,5;...,Ix}
Fb' b)=1?

Depending on the form of ¥ one can study more specific examples of this class of infefence
schemes.For instance:

a' and a are similar

R=(r;,1,,...0y)

b' and b are similar = 7, b'=1

a' is included in a
R=({r,,1,,...,1y}

b’ isincludedin b="?

a' is different from a
R={r,,1,,....Ix}

b is different from b= 7, b'=?

In general,the available cases can be used in constructing several specialized inference schemes that
handle separately various global properties. The schemes are also constructed on a basis of different
mutually exclusive families of cases utilized for training purposes.For instance,the inference to be
realized for a' can invoke a series of schemes of reasoning

}}(a' !a) :
R

1

F(b b)=7 b'=?
F{a',a)
R,

Fb b)=7 b'=?
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F(a',a)
R

CFb',b)=? b'=?

The selection of the scheme that is the most suitable for a'can be accomplished by considering the
maximum of the satisfaction levels obtained for the schemcs Denote the results produced by them

by Y=F(b' ,b),1=1,2,....c. The sum of the coordinates Z 1 computed for each of the schemes
j=1

introduces a linear order among them. The reasoning scheme with the highest value of this sum

becomes selected.

7.Conclusions

We have developed a general scheme of referential reasoning.It enables us to reason about some
general properties satisfied for the conclusion as well as determine this conclusion in the form of
interval-valued set.The distributed model of mapping the global properties has to be constructed
with the aid of logic-based neural networks. The referential scheme of reasoning realized within the
proposed framework embraces several types of global properties one can reason about. The relevancy
of the results of reasoning are quantitatively expressed by interval-valued fuzzy sets.
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