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Abstract This paper presents a definition of the logic
programming language InF-Prolog, which is designed to represent
various degrees of uncertainty. The approach described is based on
the combination of the Intuitionistic Fuzzy Set (IFS) Theory and
Logic Programming paradigm. Two different real numbers presenting
the degree of truth and the degree of false of the facts and rules
are processed during the derivation of goals. Calculation of the
goal's truth and false degrees during the inference is based on
the Intuitionistic Fuzzy Logic (IFL). Modal operators necessity
and possibility from IFL defined over every IFS are implemented.
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1. Introduction

The solutions to many real-world problems require reasoning
under uncertainty (also known as inexact) and there are several
well-known techniques in drawing inferences under uncertainty.
Various forms of fuzzy logic have been proposed, some of which
have been used to solve problems in control and in expert systems.
The notion of fuzziness has variety of interpretations. The
problem at hand is that of designing programming system to reason
with and about uncertainty. Toward this aim we present the
foundations of a programming language based upon intuitionistic
fuzziness and the 1logic programming paradigm which generalises
logic programming to the case in which various forms of
uncertainty can be included. Much of the present research in logic
programming concentrates on extensions to Prolog and on the basis
of the research [1-7] we shall describe a new variant of PROLOG,
which will include the elements of the intuitionistic fuzzy logic.

Two real numbers o« and B which satisfy the following
constraint: 0 < @ + B < 1 are associated to every fact in
knowledge base. They mark the degree of truth (first number) and
the degree of false (second number) of the fact. How it is seen

these degrees are not probabilities and for a given statement do
not in general add up to 1.



In the clauses body logical operations can be included: " "
(conjunction) and won (disjunction), the modal operators
"necessity" and "possibility" (which we shall denote by " " and
" "  respectively) and other operators from IFL.

2. Theoretical Background

Here we will give an brief exposition of ideas for IFS [1,2]1
and interval valued IFS [6].

Let a set E be fixed. An intuitionistic fuzzy set A* in E is
an object having the form: )

AY = { <x, pa(x), TA(X)> | X € E },

where the functions up:E->[0,1] and 1:E->[0,1] define the degree

of membership and the degree of non-membership of the element x €

E to A, which is a subset of E and respectively for every x € E:
0 < up(x) + 1a(x) < 1.

Obviously, every fuzzy set [15] has the form:

A= { <x, pp(x), 1l-pp(x)> | x € E }.
We shall write A instead of A* for simplicity ahead.

An interval valued [6] IFS A over E is an object which is of
the form : '
A = { <x, Mp(x), Na(x)> | x € E },

where the intervals Mp and Np are subsets of the interval [0,1]

and for every x € E :
sup Mp(x) + sup Np(x) < 1.

Let a,8 € [0,1] be a fixed number. For every IFS A the
following operators are defined:

Dg(A) = { <x, pp(x)+ta.mp(x), Ta(x)+(1l-a).mp(x)> | x €E },
where ma(x) = 1 - pup(x) - Ta(X).

Let o,B € [0,1] and a + B8 < 1. The operators Fy,g and Gq,g
for the IFS A are defined as:

Fo,s(R) = { <x, pa(x)+e.mp(x), Ta(X)+B.mp(X)> | X €E },
where a + B < 1;

Analogically they are defined also over interval valued IFS [6].

{ <%, a.pp(x), B.7p(x)> | x €E }.



Modal operators "necessity" and "possibility" from
intuitionistic fuzzy sets theory are defined as follows:

A= { <x, pp(x), l-up(x)> | x € E },
A= { <x, 1-1p(x), Tap(X)> | X € E },

for every IFS A and for every interval valued IFS A:

A { <x,Mp (%), [infNp(x),1-supMpa(x)]> | x € E },

A = { <x,[infMp(x),1-supNp(x)],Na(x)> | x € E },

Now there exist 7 extensions to the above operators but all
they can be expressed by the use of the operators Fy,g and Gy, g-

To each proposition (in the classical meaning) one can
assign its truth value: Truth - 1, or False - 0. In the case of
fuzzy logics this truth value is a real number in the interval
[0,1] and can be called "truth degree" of a particular
proposition. IFS theory adds one more value - "false degree" -
which will be in the interval [0,1] too. Thus we assign to the

proposition p two real numbers u(p) and 7(p), for which the
following constraint is valid:

0 < u(p) + 7(p) < 1.

Let this be done by the evaluation function V defined so
that V(p) = <u(p), 7(p)>. Hence the function V:s-> [0,1]x[0,1],
where x denotes cartesian product, gives the truth and false
degrees from the class of all propositions. The negation p of the
proposition p will be defined through V( p) = <r1(p), u(p)>. When
the values V(p) of the propositions p and q are Kknown, the
evaluation function V for operations AND and OR are defined in the
following way:

V(p AND q) = <min(u(p), ux(q)), max(t(p), 7(49)>,

V(p OR q) = <max(u(p), u4(d)), min(7(p), 7(q)>,

3.Intuitionistic Fuzzy S8tructures

Man's knowledge consists of statements which cannot be
guarantied to be true. These statements can be either facts or
rules and InF-structures to express the degree of truth and the
degree of false are used. An InF-structure can be:

(1) an interval valued InF-object <M, N>, where M = [uj,
pg] and N = [74, Tg] are subsets of the interval (0,1] , and



following constraint is valid:
i + Tg = sup M + sup N < 1;
(ii) an INF-threshold pair <t,, t;> constrained to :
0 <ty +ty <1
(iii) an INF-pair <u,r>, where
0O <upu+1<51;

4.Representation of the clauses
An InF-Prolog program consists of finite number of rules. A
rule is of the form( the numeration is as above)

<Hu’, HT> Ho i Bl,Bz,ooo,Bmo <Bu, BT>

where Hg is called head of the clause, Bj, 1<i<m are atoms(or some
IFS operators expressed as built-in predicates) and m > 1. This
should be considered as a Prolog clause with addition of the InF-
structure. It can be given the following interpretation. For each
assignment of each variable occurring in the clause, if
B3,Bz,...,By are all true with some degrees satisfying constraints
B, and By the Hp is true with some degrees corrected by H, and Hg.
In next sections we describe the way degrees of an conclusion can
be obtained.

Facts are in the form of:
<Fu', FT> FO. ’

where Fy and F; are InF-Structures from case (ii).
An goal is in the form of:
? - Al,Az,o--,Am. <B“, BT>’

where Aj, 1 < i < m are atoms and By, B; are InF-objects
from case (i) or (ii).

When the InF-structure is missing, we assume that the values
of the head are equal to the body's values <uyg, TH> = <up, Tp> to
preserve the degrees of uncertainty during the inference.

5. Operational Model

Here we wish to highlight the operational differences of
InF-Prolog with traditional logic programming.

In the frames of the InF-PROLOG program the rules are



activated after the calculation of the truth-value degrees of the
rule's body. '

5.1 Calculating.values of the clause body
Let R be an InF-Clause denoted by:

R:- Bo, Bl’ e e e m R:_B,B, oo o o ,Bo

If pugj and Tgj are truth and false degrees of the atom Bj,
then for values <upg, 7> of the body we get:

<#p, TB> = {¥iD.HBis ¥3%,TBi>/

which corresponds to the operation AND (conjunction denoted by
" w) from IFL and in the case of the operation disjunction denoted
by ";" for values <upg, Tp> We get:

<kB: TB> = {¥3¥%kBis Y0, 7RI

Except the operations conjunction and disjunction in the
body of an InF-Prolog clause an unordered collection from
operations and operators defined over every IFS may appear. Most
of them are implemented as built-in predicates which handle
uncertainty of InF-Prolog goals in different manners. These
predicates are called certainty predicates because they remove or
modify the uncertainty degrees of the goals derived. Certainty
predicates has an strong theoretical background and correspond to

the operators from IFS theory. Some of definitions are the
following:

not( G ) - the goal G is proved with some truth and false
degrees <pug, Tg> and for the resulting degrees p and 7 we get <y,
T> = <Tg, MG>-.

ness( G ) - the goal G is proved with some truth and false
degrees <ug, 7g> and for the resulting degrees p and 7 we get <y,
T> = <ug, l-ug>. This predicate corresponds to the modal operator
"necessity" from IFS and removes the uncertainty ( which is CF =1
- g - Tg ) adding it to the false degree.

poss( G ) - the same as ness (G) but this predicate
corresponds to the modal operator "possibility" from IFS and adds
the CF to the truth degree,hence <y, 7> = <1l-7g, Tg>.

5.2 Calculating uncertainty degrees of goals
The calculated values of the body <ug, Tp> are basis for
calculation of the values of the head <uy, Ty>. There are several



ways for this, which correspond to various combination from
different InF-Structures and operators from IFL Theory.

1. Interval rule

case (a)

(bHi, HEs) [THis, THs) H :—- B [pBi, #Bs] [7TBi, TBS]
(ug] [7R]

[F"Hl TH] H

g = i ooy (MEs - bEi )

Ty = 771 + ar.(Tys = 73 ), where:
KB ~ KBi .

oy = _—, if uBS > uBi and ¢, = 1/2 in otherwise,
KBS = KBi
B = TBi

ay = ——,if 7BS > TBi and ar =1/2 in otherwise;
TBs — TBi

case (b)

(BHi, MBHS] [THi. THs] H := B [by] [be]
(up]l [TB] B.

[byg, Tyl H

[#Hi, MHs] and [THi, THs] are InF-Structures from case (1), [bM]
[by] are thresholds and then the values <uy, Tyg> are obtained from
case (A) with :

pg - b
B H . 1 . .
a, = ———, if b, < 1 and o, = ~/5 in otherwise,
[ " B 2
™8 . 1 . .
ar = ;—— , if by > 0 and a; = ~/3 in otherwise;
T

2. F rule

e, B] H := B <By, By>
(up] (78] B

[”’HI TH] H

where a,B € [0,1] and 0 < a + B < 1) and By, Br (may be absent) are



InFStructures from case (i) or By, B; are thresholds and 0 < B, +
By < 1 then:

<uH, TH> = Fq,p (< BB, TB>):
3.G rule

[@] [B] H:
(el (7] B

(b, Tl H

where a,8 € [0,1] and By, B; (may be‘absent) are InF - Structures
from case (i) or By, By are thresholds and 0 < B, + By £ 1 then:

<uH, TH> = Gq,p (< HB, TB>):
4. D rule

[e] H := B <Bu, Br>
(uB] [7B] B

(uH, TH] H

Where a@ ¢ [0,1] and B,, B;(may be absent) are InF-Structures from
case (i) or By, By are thresholds and 0 < By, + By <1 then:

<pg, Tg> = Do (< Wwp, TB>);

6.Derivation of Goals from Programs
Let P denote a InF-Prolog program. Let G; be a goal ,we say

that there is a derivation step from G; to goal G, if G; takes the
form:

?2- A3, A3, ..., Ap <KBGl1l:s TBG1l>:
where m > 1, and P contains a rule of the form:
Bg ¢=- D3, D, ... , Dx.

where k > 0, and values <uyggo, THpo> ©of the above rule are already
calculated, then G; is in form of:

?- Ay, ... Aj-1, Ajf = Bg, Aj4+1s ++++ An <UBGi: TBG1>-

where 1 < i < m, if the following constraints are valid:

for upgy = [(Mji, Mg) and 1pgy1 = [Ti, Tgl,

IA

u’i < “HBO /J'Sl

A

Ti < THBO Tg-



if ppgy and Tpgy are thresholds
HBG1 S HHBO-

TBGl 2 THBO*

A derivation sequence is possibly infinite sequence of goals
[13] wherein is a derivation step to each goal from the preceding
goal. A derivation sequence is intuitionistic successful if it is
finite and its last goal is empty and for answer degrees <uy, TH>
of the question uyg 2 Ty is valid. If uy < Ty the sequence is
intuitionistic failed. Finally, an unknown sequence is a finite
sequence where no derivation step, using the selected atom, is
possible from the last goal in the sequence. Hence, the answer
degrees of truth and false are ug = Ty = 0.

Thus an InF-Prolog program and goal are executed by a
process of continuously reducing any remaining atoms in the
subgoal. There are two non-deterministic aspects in obtaining a
derivation sequence. An atom selection rule must determine which
atom should be reduced next in a goal. In case of more than one
proof paths for the selected goal a search strategy on the other
hand determines which rule is to be used in the reduction of a
given atom in the subgoal. In present implementation InF-Prolog
uses the atom selection strategy as in Prolog, but the search
strategy is much more extended. It can be based on the values of

the already proved goals. Such a techniques can be divided into
the groups:

(a) search for rule with max g and min 7, or v.v.;
(b) rule fires only if u 2 T1;

(c) combination of degrees from different proof paths( for
more details see Dubois and Prade [10,11] ).

Finally we shall show three examples.

Example 1

This example is based on Interval rule case (a) and shows
how the inference is directed by the interval constraints on the
end of the rule:

[0.6,0.8] [0.1, 0.2] d(X):- p(X), 1(X) [0.4,0.7 ] [0,0.2].
[0.4,0.7] [0.1, 0.2] d(X):- c(X) [0.5,0.8 ] [0,0.1].
[0.5,0.8] [0.15,0.2] p(X):- e(X), r(X) [0.3,0.75] [0,0.2].
[0.7] [0.2] r(a). [0.8] [0.1] r(b).
[0.6] [0.2] 1(a). [0.9] [0.0] 1(b).



[0.7] [0.2] e(a). [0.9] [0.1] e(b).
[0.6] [0.3] c(a). [0.3] [0.6] c(b).

The answer to a question on d(X) will look as:

?2- d(X).
SUCCESS 0.780 : 0.200
X = a
Example 2

The same as example 1 but using thresholds as a constraint
instead of intervals( facts are the same as above):

[0.6,0.8] [0.1, 0.2] d(X):- p(X), 1(X) [(0.4] [0.2].
[0.4,0.7] [0.1, 0.2] d(X):- c(X) [0.5] [0.1].
[0.5,0.8] [0.15,0.2] p(X):~- e(X), r(X) [0.3] [0.2].
There exist two answers to the question:
?2- d(X).
SUCCESS 0.676 0.200
X = a’

More/y,n/ ;
SUCCESS 0.705 0.187
X =D

Example 3:

Let the truth-values of p(X), d4(X) and r(X) are already
calculated as <0.4, 0.3>, <0.7, 0.2> and <0.5, 0.0>, respectively.
The truth-value of the goal

?- a(X).
for clause

a(X) :- ( p(X); poss(da(X)) ), ( nmess(p(X)); r(X) ).

is <0.7, 0.2>. If:

(a) [0.4] h(X) :- a(X) [0.6,0.8] [0.1,0.2].
then the rule will be activated, because 0.7 € [0.6 0.8] and

0.2 € [0.1 0.2] and using rule (D) the truth-value of h (X)
will be calculated as:

Dg.4(<0.7, 0.2) = <0.74,0.26>;
(b) [0.4][0.5] h(X) :- a(X) [0.75) [0.25].,

then the rule will be activated, because 0.7 < 0.75 and 0.2 <
0.25 and from rule (F) we obtain:

Fo.4,0.5(<0.7, 0.2>) = <0.74, 0.25>.

(c) [0.3, 0.6] h(X) :- a(X) [0.6,0.8] [0.1,0.2],



then the rule will be activated as in the case (a) and the
truth-value of h(X) will be calculated as:

G0.3'0.6(<0'7I0‘2>) = <0.21, 0.12>.

7. Conclusion

In this paper we have discussed a logic programming system
which uses intuitionistic fuzzy set theory to model various forms
of uncertainty associated with the facts and rules in the
knowledge base. The theory uses ideas from Atanassov's
intuitionistic fuzzy set theory specialized to the particular form
of knowledge representation and inference mechanism of the InF-
Prolog.
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