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1. Intorduction

Let (Q, %) be a measureable space. A function p: & — [0, 1] is called optimal measure if it satis-
fies the following properties:

Pl p(@)=0 and p(Q)=1.

P2 pis M-additive, i.e. pBUE)=pB)vp(E), BandEe &.

P3 pis continuous form above.

The triple (Q, %, p) - will be called optimal measure space (cf. [1]).

Lemma 1 Any optimal measure is continuous from above.

Remark The collection L= (B e &: p(B) <p(Q)} is a o-ideal, and forevery B € &,
pB’)=1-p(B) +p(B) Ap(B’)

(where B’ is the complement of B).

In the sequel, measurable sets (resp. functions) will be referred to as events (resp. random variab-
les, abbreviated r.v.’s) and measurable simple functions as discrete r.v.’s.

2. The optimal average of nonnegative discrete r.v.’s

Let s= Zb,- X(B) be a nonnegative discrete r.v. (where y(B) is the characteristic function of the
i=1
n

event B). The quantity I(s) = Vv b; x(B)) is called the optimal average of s, and for any event B,
i=1
Ip(s) =I(s %(B)) is called the optimal average of s on B.

We have shown that the definition of the optimal average is a correct one (i.e. I(s) does not de-
pend on the decomposition of s).



Proposition 2
1. I(x@B))=pB),Be &. ,
2. The functional I(s) is a positively homogeneous, monotone increasing, sub-additive, and preser-
ves the maximum operation.
3. L(s)=0, if p(B)=0.
4. Iy(s) =Ks), if p(B’) =0.
5. Iy(s)=lim Iy(s), whenever (B,) c & tends monotonically to B as n—yoo.
n—oo "

3. The optimal average of nonnegative r.v.’s

Proposition 3 Let f2 0 be any bounded r.v. Then

sup I(s) = inf I(s),
s<f s2f

where s and 5§ denote nonnegative discrete r.v.’s.

Letf20be ar.v. The quantity Af= sup I(s) will be referred to as the optimal average of f, and
0<ssf

for any event B, A, f:=A(fy(B)) as the optimal average of fon B.
Proposition 4
1. The optimal average is a positively homogeneous, monotone increasing, sub-additive and a ma-

Ximum operation preserving functional.
2. Apf=0 if p(B)=0, and Azf=Af if p(B’)=0.

In comparison with the symbol I of the Lebesgue integral, we shall adopt the symbol | to desig- -
nate optimal average, i.e.,

Af=\fdp, Ayf=\fdp
Q B

where f2 0 is any r.v. and B any event.

Definition 1 A property will be said to hold almost surely (abbreviated a.s.) if the set of ele-
ments where it fails to hold is a set of optimal measure zero.

Proposition 5 (Optimal Monotone Convergence)
i) Let(f,) be an increasing sequence of nonnegative r.v.’s and f its limit. Then Af=1lim Af,.
n—yoo



ii) Let(g,) be a decreasing sequence of nonnegative r.v.’s and g its limit, with g, being bounded.
Then Ag=1lim Ag,.
S and

”

Lemma 6 (Optimal Fatou)
i) Let (f,) be a sequence of nonnegative r.v.’s. Then

A(lim inf f)) < lim inf Af,

ii) Let (g,) be a uniformly bounded sequence of nonnegative r.v.’s. Then

lim sup Ag, < A(lim sup g,)
n—poo n—oo

Theorem 7 (Optimal Dominated Convergence) Let (f,) be a uniformly bounded sequence of
nonnegative r.v.’s, with fits a.s. limit. Then Af=1im Af,.
n—oo

Proposition 8 Let f be a nonnegative r.v.
i) Af=0 ifandonlyif f=0 as.
iil) If Af<eo, then f<oo as.

Proposition 9 (Optimal Markov) Let fbe a nonnegative r.v. with finite optimal average. Then
for every real number x>0, xp(f2x) SAf.

Proposition 10 Let f be a bounded nonnegative r.v. Then for any positive real number &, there
exists a positive real number § such that Agf<€ whenever p(E)<9d, E€ 4.

Proposition 11 Letf>0be arv., Af<oo.If b< ;(1;-)- A,f<c for all event B, p(B)>0, where b

and ¢ are some given positive constants, then b<f<c as.

Definition 2 We shall say that a sequence of .v’s (f,) converges in optimal measure to ar.v. f, if
for each constant € >0, lim p(If-f]2€)=0 (abbreviated f, 2D
n—Ho0

Theorem 12 (Optimal Riesz) Let f, 7 J. Then there exists a subsequence (f, ), k2 1, which
converges to f a.s.

Definition 3 Let f: Q — R be any r.v. We shall say that
i) fe A, if p(fl<b)=1 for some positive constant b.
i) fe A% if AlfI*<oo, o€ [1, ).



For a € [1, o0], the functional

inf(b>0:p(Iflsb)=1, iffef”
Y

IFl o= a
* A, iffes with ae [1,0)

is a norm. (The corresponding Holder (resp. Minkowski) inequality is obtained and is called Op-
timal Holder (resp. Optimal Minkowski) inequality.)

Theorem 13 For o e [1, o], the space £" endowed with the above norm is a Banach space.

4. The optimal Fubini theorem

Let (2, &, p), (i = 1, 2), be two optimal measure spaces and let us denote the smallest c-algebra
containing #,x%, by ¥=0(%;x%,).

Foreach o, € Q, (resp. ®, € §,) we define ®, (resp. ®,) cross-section by

Ep ={th€ Q,: (0, @) € E} (resp. E%={o € Q: (0, 0;) € E}), where Ee 4.

Definition 4 Let f be any r.v. defined on (Q,xQ,, #). Forevery o, € Q, and o, € Q,, the
functions

D fy: Qo R defined by Jo (0) =f (0, @)
respectively,

i) f,:Q R defined by £, (o) =f(®, @)
will be called ,-section, respectively ,-section of f.
Theorem 14 Forevery E € ¢, define the functions
mg: Q) >R, by mg(@)=pyE,)

and

mtf:Q, >R, by mE(®,)=p,(E)

Then
i) mpgis & -measurable.
ii) m" is $)-measurable.

iii) | mgdp, =\ n dp,
Q Q

Furthermore, define the function p 1 XDy £ -[0,1] by



©rP)E) =\ mg dp, =\ nf dp,
Q (9]

Then p, X p, is an optimal measure such that (p; X p,)(B X D) = p,(B)p,(D), for all B € %, and
De &,

Theorem 15 (Optimdl Fubini) Let (Q, %,p), i=1,2, be two optimal measure spaces and let _
fe A(Q, xQ, #,p, xp,) be any r.v. Then
1. The o,-section 1, 1:Q, = R, belongs to £'(Q,, %, p,) almost surely on Q,.

The function ¢ : Q, — -IE+ , defined by ¢(w,) =11 fo,l dp, , belongs to £(Q,, %, p)).
Q

2. The w,-section | Jol 18 = R, belongs to #£(Q,, %, p,) almost surely on Q,.

The function ¥ :Q, — §+ , defined by y(w,) =11 fal dp, , belongs to £(Q,, %, p,).
Q

3. Furthermore,

l 171d@,xp)=1 ( Lifidpy) dp, =1 ( ifidp,) dp,
0Q x0 Q Q Q Q
5. Structure of optimal measures

By (p-)atom we mean an event H, p(H)>0 such that whenever B € %, B < H, then p(H)=p(B)
or p(B)=0 (cf. [2]).

Definition 5§ We shall say that a (p-)atom H is decomposable if there exists a subatom B c H

such that p(B) = p(H) = p(B\H). If no such subatom exists, we shall say that H is indecomposab-
le.

Theorem 16 (Fundamental Optimal Measure) There exists a sequence of disjoint indecompo-
sabel (p-)atoms F=(H,, H,, ...}, lim p(H,) =0, such that

R—>oo

p(B)= V1p(BnH,.) = max(p(H,) : p(H\B) =0)

for any event B with p(B)>0.

Definition 6 The sequence H = {H,, H,, ...} of disjoint indecomposable atoms, obtained in
the Fundamental Optimal Measure theorem, will be called (p-)generating system.



Definition 7 Let ¢ : £ — R_ be a set function satisfying properties P1-P3, with the hypothesis

q(€2) =1 in P1 being replaced by the hypothesis 0 < g(Q2) < co. We shall say that q is absolutely
continuous relative to p (abbreviated q « p) if ¢(B) =0 whenever p(B) =0, B e 4.

Proposition 17 g « p if and only if for every number € > 0, there exists a number & > 0 such
that g(B) <& whenever p(B) <8, B € & (where ¢ is defined as in Definition 7).

Theorem 18 (Optimal Radon-Nikodym) Let q be defined as in Definition 7. Suppose that g«p.

Then there exists a unique r.v. f20 such that for every event B, ¢(B) = 1 fdp.
B
(This r.v. can be explicitly given and will be called the Optimal Radon-Nikodym derivative of q

relative to p, and will be denoted by % D)

Let E be a fixed event, p(E) > 0. Consider the set function p* : & — [0, 1] defined by

. P(BME) *
p B)= . Then p* is an optimal measure and p*«p. Moreover, P = uE) p-a.s.

p(E) dp p(E)
Definition 8 The function p*(B) will be called conditional optimal measure of B given E, and
(BME)
denoted by p(BIE), i.e. p(Bl E) = i E)

Definition 9 Let fe A bearv.and Ee &, p(E)>0. The conditional optimal average of f gi-
ven E is defined by A(fI1E)=\1fldp".
Q

Proposition 19 If fe ., then for every event E, p(E)>0, A(If11E)= ;(1—51 \fldp.

Proposition 20 Let #={H,, H,, ...} be a p-generating system and fe 4. Then
Af1=V{a 11 1) p(e,)}

n=1

Especially, for any event B,

p(B) = V1{p(B | H,, p(H,)}



Let £€c Z be a 5-algebra and $=(H,, H,, ...} be a p-generating system.
By &-measurable sub-generating system of J€, we mean an F*={H *, H,*, ...} < %€ such that
F* € and forall E e € with p(E) >0, p(E) = max(p(H, *):p(H,*\E)=0).

Theorem 21 Let € be any sub-c-algebra of % and 0<fe A'. Let $&={H,*, H,*, ...} be an
&-measurable sub-generating system of J€. Then

g=V {A(FI He ) y(H* )}

n=1

is the unique nonnegative r.v. satisfying the following two conditions:
i) g is Emeasurable,

i) \gdp=\sdp forallEe &

Definition 10 Let £and f be as in Theorem 21. The r.v. g defined there will be referred to as
the conditional optimal average of f given €, and will be denoted by A(f1E).

Especially,

1. If €=0o(h), where his ar.v., then A(flo(h)) will be called the conditional optimal average of
f given h, and will be denoted by A(flh).

2. Xf f=9(B) for anevent B € &, then A(X(B)IE) will be called the conditional measure of B gi-
ven &, and will be denoted by p(BIE).

Proposition 22 lLetfandg e A be two nonnegative r.v.’s, b € R, € and £={D, Q} be two
sub-c-algebras of & Then we have:

Af1620, A(fI &) =Af.

A(f1E =0 as. if f=0 as.

AA(f1 &) = Af.

Al =1 as.

A1 &) =bA(fI E) as.

AfvglE)=A(f1E v A@gl E) as.

A(f1E)SA@ &) as. if f<g as.

Afl &) =f as. if fis E-measurable.

PN A BN

Theorem 23 Let € be a sub-c-algebra of .
1. Let () be an increasing sequence of nonnegative r.v’s and fits limit with Af <ee. Then

AfIE)=Lm A(f,| €) a.s.

R

2. Let(g,) be a decreasing sequence of nonnegative r.v.’s and g its limit with g, <b for some
be R, . Then



A(glE)=limA(g, I E) as.

R

Lemma 24 Let € be a sub-c-algebra of Z.
1. Let (f,) be a sequence of nonnegative r.v.’s. Then

A(lim inff, | ) Slim inf A(f, 1 ) a.s.

n-—»oeo n—ee

2. Let(g,) be a uniformly bounded sequence of nonnegative r.v.’s. Then

lim sup A(g, | €) <A(lim sup g,1E) as.

n-=)ee n—ee

Theorem 25 Let € be a sub-c-algebra of %, and (f,) be a uniformly bounded sequence of nonne-
gative r.v.’s with fits a.s. limit. Then lim A(f, | ) = A(f1 €) a.s.

n—»oo

Proposition 26 Let f20,g20,betworv.’s,fand fg e A and let£be a sub-c-algebra of Z.
If g is &measurable, then A(fgl &) = gA(fI E) as.
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