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In this paper we have proved that antitonic set-valued mappings,
from real interval to hypermeasurable space, are random sets, and have ob-
tained that their falling shadom is fuzzy sets. We have used probability
distribution function to express fuzzy sets, thus we can estimate the fun-

ction of membership of fuzzy sets by means of empirical distribution func—
tious. .
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1. Preparation .

Let U be a set, for any D=P(U) ={A|A = U}, write
P@) ={A|lA =D}
Let A ¢ P(D) (n=1), A¢B(D), write
B, -talsa, 2k, )
A =(alva, aedy
AC={alakA }

Definition 1-1 : Let (U,D) be a measurable space, if ﬁcP(D) is a sigma~
field with respect to the above operations, then H is called sigma~hyper-
field on the U. (U,D,ﬁ) is called hypermeasurable space.

It is apparent that (U,D,P(D)) is hypermeasurable space.

Definition 1-2: Suppose that X and U are sets and let D e=P(U), then
mapping f:X —~ D is called set-valued mapping from X to D.

Definition 1-3: Let (X,F) be a measurable space and (U,D,E) be a

hypermeagurable space. If set-valued mapping £:X — D is (P-H) measurable,
i.e., for any et H



£ (e) ={x[xe¢X, £(x)¢e)eP
then the f is called a random set on the U.
Definition 1-4: Suppose that (X, F,P) is a probability space and
(u,D, H) is a bypermeasurable space, let f be a random set, write
Pp(e) 2R(£7(e)) (o) .
then the P.is called an induced distribution of the f on the H.
for any u ¢U,write
G ={f(x) | xeX, uef(x)}
if ﬁeﬁ, then Pf(ﬁ)

point u.

s

P(f"‘l (1)) is called a falling shadow of the f on this

2. Falling Shadow of Antitonic Set-valued Mappings

In the following, I represents the real interval [a.,b], (I,B) repre-
sents a Dorel measurable space on the I, (I,B,P) represents a probability
space, ‘

Definition 2-1: Let U be a set and D «=P(U), if set-valued mapping
f:I — D satisfies — Tor any X Xye 1, if x5, f(xz) c.-.f(x,l), then the
T is called an antitonic set-valued mappirg from I to D.

For any uelU, write

O={f(y}) veI, uef(y)}

Lemma 2-1: Let f be an antitonic set-valued mapping from I to D, then

any uw¢U, there is x = sup{ y|y ¢I, uef(y)) , such that
. La,x) if u ¥ f(x)
£ (n) = {[a,x] if uef(x)

neve £ (%) ={vlyel, uef(y)}

Proof: If u =¢, i.e., for any y¢I ukf(y), then f_1(1'1) =0, We
accept it as x =a, so £ | (W) =¢= [a,x)
If & ¥ ¢, i.e., there is y¢ I, such that ue f(y), write

x=sup{ylyel, uef(y)y

sup {y{y eI, yef (&)}

thus, for any ye £ | (1), there is ygx =» £ (0)<=[a,x],for any y<x,there

is y e £ () = [a,x) —al (1)

Moreover, if ugf(x), i.e., x\f (4) = for any ye £~ (4), there is
y<x = £ (4) =[a,x)



so, if uyf(x), then f—1({1) = [a,x)
If ue £f(x), i.e., xef—1({1) => for any y<X, there is ye f"1(1'1) =5
[a,x]ef™ 1 (4)
so, if uef(x), then f_1(1'1)'= [a,x].
Suppose that (U,D) is a measurable space, let f:I — D be a set-valued
mapping, write
£(1) =& ={£(x)| xe1}=D

3 ={Aluedcd}
K -{ﬁ[u (-U)
o(A) _A{HlACH His a sigma~hyperfield on U}
then O(A) is called sigma~hyperfield produced by the A; (u,D ,o(A)) is
called hypermeasurable space produced by the A
Theorem 2-1: Suppose that (U,D) is a measurable space, let f be an
antitonic set-valued mapping from I to D, then the f is a ra.ndom set on
the U,
Proof: From the above lgmma 2-1. we have
£ (o) = o (7' ) = o ({£(8)| wev})=B.
Therefore the £ is a random set on the U,
Let (I,B,P) be a probability space, write
(w2 P(1) = P(£(3) (uer)
then falling shadow of the f is a fuzzy set on the U,
Example 2-1: We give a measurable space (U,P(U)), let B= A = U and
X ¢ I. X
Suppose mapping f: I — P(U) is that if x<x,,then f(x) = 4; if x3=x,,
then f (x) = B,
so, for any u ¢3B, f_1(i1) I, then P (u) P (I) =1
for any u ¢ A-B, f_1(u) = [a,x.), then P. (3) = Playx,) 2 P,
for any uka, £ (u) = ¢, then P (u) = P(¢) =0,
Therefore falling shadow of the f is fuzzy set

1 if ueB
a(u) =(P, if u¢a -B
0 if ukA

obviously, if A = B, then A =(O i;i y i.e., 4 = A,
Example  2-2: Suppose that U = (u1, Ugy ccaeeey ﬁnj

A-i =(ui1 ui+1’ eeeceey uns (i = 1,2,......,11), and- I = [0’110



Let mapping f: I — P(U) be that £(0) = Ay =T,

Lo i1 i ,

if —<xgZ, then £ (x) = A, . .

S0, ui =‘(A1’ AZ 3 ecvecevy Ai}’ f (ui) = [O"r‘l] (i = 1,2,--..-.’ n)
Therefore falling shadow of the f is fuzzy set

- -1/ i .
A (ui) = P(f (ui)) = P([O)‘:?]) 2 Pi (1= 1525000000yn).
3. Estimation of the Ffunction of Membership of Fuzzy Sets

In the following, I represents the real intervall0,1].
Suppose that A is a fuzzy set on U, for any ye I, write
Ky) = Ay ={uja(u)>y}
then the H is called section-sets of the A. )
It is apparent the H is an antitonic set-valued mapping from I to P(U).
From lamma 2-1, for any u¢U, there is x = sup{y|y eI, ueH(y)},
such that '

1. [0,x) if u g H(x)
B (a) = <[o,x] if ue H(x)
Let probability p be uniform distribution on (I, B), then falling sha-
dow of the H is fuzzy set
L) =P(EV@) =x  (uen)
From the decomposition theorem of fuzzy sets we have

a(u) = sup min(y,A (u)) = sup{ylyeI, ueh}
gel y y
sup{yly €I, ueH(y)y=x (ueU)
So, A(u) = K.(u) (uel)

F'rom the above results we have

Theorem 3~1: Let A be a fuzzy set on U, then there is an antitonic
set—valued mapping H from I to P(U) and probability P on the (I, B), such
that falling shadow of the H is the fuzzy set A,

From A(w) = P(H'(4)) = P([0,x)) = P([0,x]) (ueU)
it is thus clear that A(u) is equal to the probability taking y ¢ I and y<x
uniformly.
here x ='sup{ y|y ¢1I, ueH(yE)

F'rom lemma 2-1 H—1 (0) = < O’xﬁ ii‘ Esggzg

and H—1(1'1) ={yly eI, ueH(y)} , we have

(vly eI, uen(y)) = {E&ﬁ if 35%3

0,x



e interpret the section-sets H of fuzzy set A as set-valued statig-
tical experiment corresponding to I. For any ye I, if ueH(y), we con—
sider that the H(y) has covered point u, If u\H(y), we consider that the
H(y) has not covered point u. From "#", if y<x, then H(y) has covered u.
If y>x, then H(y) has not covered u. It is the right the other way round.
Therefore, the experiment taking y ¢ I and y<X correspond to the set-
valued experiment IH covered point u. Since the probability taking y el
and y<x is A(u), the probability of H that covers point u is also A(u).

From law of great numbers, we make n~th experiments from the H inde—

pendently, and have obtained n-sample H1, Hyy eeveeey Hn (Hie P(U)), for

any ueU, write
K =22, % ()
1

n

so, A(u)=~Aa(u).

On probability space (I,B,F) write

F(x) = P([O’x)) = P([ny])

then the F(x) is a distribution function.
so, A(w) = P(H (&) = P([0,x)) = F(x)
here x = sup{yly eI, uweH(y)?}

Therefor, we can use the empirical distribution functicn with respect
to F(x) to estimate the function of membership of fuzzy set.

Example 3-1: suppose that U is a set and (Hi) 121C:P(U), we might as
well let H1=H2:=......,=Hn % 9.

Take x, € I (i =1,2,0000e.y n) such that e RRTTTRI 3
We make n—~th set-valued experiments:

H(xi) = Hi (i=1’2’a.oooo',n)o

S0, obtain an empirical distributed function:

0 if x<x
¥* 3 1
F(x)=1= if x<xex (i=1,2, 40 v0uayn)
n n i i+1 1= 1.
1 if x;xn

From W. Glivenko Theorem, we have

0 if x<x

: 1
Ay ¥ e .
Alw) = F(x)= bn(x) -{-h- if x;<x<x,
1 if x;xn

here x = suplx,|isisn,u ¢ H(xy) )
(See Fig. 1 & Fig. 2. on p.6)
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