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FUZZY PARTITICN INDUCED BY PCSITIVE SEMI-DEFINITE
SIMITLARITY LKATRIX
Sldvka BodJjanovd, Institute of Economy, Bratislava,
Czechoslovakia
The aim of this contribution is to present & simple attempt
to fuzzy partitioning of a finite set of units (objects or variables)

where the similarities between units are expressed by positive
semi-definite ( pe.s.d.) similarity matirx.

l. Introduction
Let X = §Xysee«,X, ] be a finite set of units. Let us denote by S= (s,

similarity matirx of X. Many of similarity matrices are p.s.d.matri-

13)

ces (see €L [3]). In this paper we shall consider only p.s.d. simi-
larity metrices of normelized similarity coefficients, henee
Sy5 = s(x-,xj) = 1.

If S = diagél,...,l} then there is no structure of X and the units
of X are fully dissimilar. If S # diagil,...,l} we may suppose that
the similarities between units are explained by a small number of un-
known underlying prototyps to which the units have different belonginges
(from zero - there is no similarity testween unit and prototyp till one
- bath the unit and the prototyp are identical). The prototyps are fuzzy
subsets of X ( e. g. good, average, bad students...).

Let us denote by u; the ith fuzzy prototyp of X and by us (x ) Uy
the membership degree of xjeX to the fuzzy set Uy, i= l,...,k, J =l,0e040,
k<n., It is naturally to require that different prototyps are dissimilar
as much as is possigle. In terms of fuzzy sets

(i'L_Jluim Ui =R For t=2,...,k-1 (1.1)

hence the fuzzy sets U sUp seee Uy are disjoint.
The intersection and the union of the fuzzy sets u,

i and u, are defined
in this paper as

(uif\ um)(xj) = max Zuij + Ups ~ 1, 0 1 for all xjsx 1.2)
(,ui(J um)(xj) = min Zuij * U 1% for all xjeX (1.3)

The observed data set X is crips set, hence X(xa)= 1 for all xJeX.

The degree of representaﬁlon of unit xacx by fuzzy prototyps Uqpseeeyly
can be expressed by :
= upxy) = Zu (1.4)
i=1
and the degree of "unic1ty" of unit xan can be expressed by
X(xy Zucx) l-fui~ (1.5)
i i=1 J

We introduce so called residual fuzzy subset of X(deroted by ures)

which membership function is defined by (1.5). The following properties



k

hold: '

i ( 'ul ui)/) Yres (1.6)
k

It can be easily shown that the family of fuzzy sets Ujj,ees,Uyp,u o
satisfying the conditions (1.1), @.6),(1.7) is fuzzy (k+1) -partition
of X defined by Bezdek [1] as follows:

Definition 1.1

Let us denote the usual vector space of real kxn matrices by an. Then

the fuzzy k-partition space associated with a set of n units is defined by

Pop = SU EVins uije<0,l> for all i,J; 21 Ujg = 1 for all j;
0<2 u,. for all i} 1.8)
i

If two units xp,x &X are very similar ( they have hight coefficient
of similarity in s) they would have similar belonginges to fuzzy proto-
typs of X. We can define similarity measure between units of X induced
by fuzzy partition U of X as follows:

Definition 1.2
Let Ue Pfk be a fuzzy partltlon of X. Then a function $: ¥xx—R'
ex (1.9)

defined by Z
p,x =a( f(u iq) §

sx
where A,B,r are real constants and f is real function defined such
that s” is a similarity measure, is called similarity measure induced
by fuzzy partition U.
. . . . *
Examples of normalized similarity measures g :

\)r + B for all XX

a/ s(xp,xQ = = Ei'uip - uiql (1.10)

o/ Say,x) = 1 - %—(Z(uip - uiq)z) 172 (1.11)
i

YRR — 1/2

c/ s(xp,xq) = Zl(uip'uiq> (1.12)

Let us denote by S* the metrix of normalized sipilarity coefficients
induced by fuzzy partition U. Ve are intzrested to obtain the fuzzy
partition U of fuzzy orototyps of X which minimizes criterion function

(S S) .pZ_- Zpﬂ. s(xp,xc? - §(xp,xq)) (1.13)
where S is a similarity matrix of X.

2. Fuzzy partition of k principal clusters

Let S be a p.s.d. matrix of normalized similarity coefficients
of ¥ —Zx,,...,x j Due to spectral decomposition theorem
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E e P g1 (2.1)

where 4,2 7,Z ... ﬂ 20 are eigenvalues of § with orthonormal
elgenvectors YE."(fql""’ y:n), i=l,...,0. Suppose that the first
k eigenvalues are positive. Then we can define matrix Ue;Vk+l,
as follows:

_ - _ 2 .
for j=l,...,n: uyq = ni‘_yij ) for i=l,...,k (2.2)

Up,5 = L= EE u .3)

SNt
Theorem 2,1

The matrix Ué?vk+l)n defined by(2.2) and (2.3)is fuzzy (k+1) -partition
of X = le,...,xn}.

The proof is evidente

Definition 2.1

The fuzzy partition defined by (2.2) and (2.3) is called the fuzzy
partition of k principal clusters. The fuzzy sets ( fuzzy clusters)

Uy y i=l,...,k are called principal clusters or prototyps and the fuzzy
cluster Uy is called residual cluster.

Every principal cluster has its own structure determined by the sign
of y—ij, i=l,...,k,j=l,-.-,n. Hence

ug = upU ouy” | (2.4)

. . +
where Ujs = Uy if yg_- >0 else ugs = 0 2.5)
uia =us if fi5<0 else uig =0 (2.6)

Let us define the similarity coefficient induced by fuzzy partition
of k principal clusters as follows: for x ,x &X:

s?xp,xa igé ][_—j fug, - }F_—1.ruiq 2.7)

where I = Ziéﬁ.,...,k? : y{p'%q7 O}
Theorem 2.2

Let S be a p.s.d. matrix of normalized similarity coefficients of X,
let U be the fuzzy partition of k principal clusters of X and let s*
be the matrix of induced similarity coefficients defined by (2.7).
Then the criterion function (1.13) equals zero.
The proof is evident.
In practice the problem is to decide how tany principal clusters
it is worth fitting to the data. We can show that the process of succe-
sive identification of g prinecipal clusters (g=l,...,K ) produces
a hierarchical sequence of fuzzy partitions. The hierarchical clustering
is defined by Dumitrescu in [2].
Let a sequence U(O\’ U@sse-rU(g wf fuzzy partitions of X be obtained
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by means of the following algorithm:

Algorithm 2,1
Step 1. Let S be a p.s.d. similarity matrix of range k, let £e(0,1)
be a given small number and put t=0,

Let U(O)= iures(O)}’ where for all xjéX: ures(O)(xj) =1

Step 2. Increment t by 1 and put
Uy = iul""’ut’ures (t)} ,
where for all x.€X ui(xj) = ﬂi ﬁj y 1=l .04,t

J
(})i. and J/Iij are defined by (2.1))

Yres (1) (xj) = ures(t-D(xj) - ut(xj)

Step 3. Let us compare S by Sy(defined by (2.7)) o
Ifmaxls(x -s"(x ,x))‘f or t=k

X ,xeX pTq

p*d |

then stop. Else go to Step2.

p'%J

Theorem 2.3
The sequence U(m,...,u(ﬂ of fuzzy partitions obtainsd by means of

Algorithm 2.1 is hierarchical.
The proof is evident.

Theorem 2.4

The cardinality of the ith principal cluster equals ith eigenvalue
of similarity matrix S.

Proof:

2 _2 )
card u; = Zjuij' '—'Ejﬂi"mj - ﬂi. ?ﬁa =/7i.ﬁ./'i = 7)1

Corollary 2,1
Let U be a fuzzy partition of k principal clusters of X. Then

i/ card u,= ...=card u (2.8)
Kk 1 k
ii/ iZ:l card ug + card Ueg = card X (2.9)

Defirition 2,2

Let U be a fuzzy partition of k principal clusters of X = ixl,...,x“}.
Let £«(0,1). If t < k is such integer that
t

t+1
S card uy Z. card uy
i=lcard X =1l -g and — card X < & (2.10)

we say that the first t principal clusters are (1-&)- sufficient
to describe classification of n units.

The result of fuzzy hierarchical clustering can be the fuzzy parti-
tion which is (1-€) - sufficient to describe classification of units
of' X if we modify the stop criterion in Algorithm 2.1 by (2.10) .
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. Discussicn

a/

b/

c/

It is important to note that the structure of k principal clusters
1s indeterminate with respect to rotation. The choice of rotation
can be realized due to additional information about data or due

to minimization of fuzziness of fuzzy partition in order to faci-
litate the interpretation of the solution.

Let X = le,...,xn} be a set of n variables each measured on a set
of p obJects. Let k-principal factor model hold for X. It can be
easily shown that the k-principal factor model can be considered
as a fuzzy partition of k principal clusters of X.

There can be find some connection between fuzzy partition of k prin-
cipal clusters and the method of principal coordinate anaysis

in multidimensional scaling.
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