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ON THE FUZZY TR-REGRESSION !

Séndor JOZSEF
Research Institute for Agricultural Economics
H-1355 Budapest, 55. Zsil u. 3/56. HUNGARY

Preliminaries

Let X,Y be classical sets of objects. A fuszy subset A of X is defined by its
membership function p4:X — [0,1]. The height of A is hgt(A) = sup{us(z): z €
X}. The set of fuszy subsets of X will be denoted by 7(X). Two fussy sets A and B of
X are equal (A = B) if and only if u4(%) = pp(z) (Vz € X). A is said to be included
inB (ACB) if pa(z) < pp(s) (Vo € X). In this sense, the classical subsets of
X are identified with special fussy sets, e.g. the membership function of the classical
sets §, A, X are, respectively, pe(x) =0, pa(s)=xa(z), px(z)=1 (Vz € X).

In fossy theory a general intersection (union) operator can be given by a
triangular norm (t-conorm). A function T from [0,1] x [0,1] to [0, 1] will be called
t-nom if Yu,v,2 € [0,1] T(u,v) = T(v,u); T(T(v,v),2)) = T(u,T(v,2));
T(wv) < T(u,z) fv < 2 T(s,]) = u. T is a strong t-norm if T is a
continuous and strong monotone function. § is a (strong) t-conorm if the function
Ts(s,v) =1-5(1 — u,1—v) is a (strong) t-norm. The T-intersection and S—union
of A, B € ¥(X) are fussy sets of #(X) with membership functions

panc(z) = T(pa(=)up(2));  Pauss(2) = S(palz),ps(2)), (Vz € X).

The membership function of the complement of A is p4(z) = 1 - py(z). A T-
direct product of 4 € #(X) and B € F(Y) denoted by A x1 B is a fuzzy subset of
XxY defined by pax,5(z,y) = T(pa(z), pp(y)). We will use the following special

t-norms and conorms:
T(u,v) =uAv=min(y,v)  S(u,v) = u Vv = max(y, v);
T(u,v)=u@v=uv S(y,v)=u@v=u+v—uy;
T(v,v) =uNv=max(0,u+v-1))  S(u,v) = uUv=min(l,u+v);

Tu(y,v) = {:in(“' v) iftl'i::(i:; .v) =1;

! This paper was presented at the 18** European Meeting of Statisticians, August 22-26,
1988. Berlin, GDR.
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A fussy set R € ¥(X xY) is called a fuszy relation in X x Y. The projection of
R on X is a fussy set Rx € F(X) defined by pp, () = sup{ ur(z,y) : y € Y}. The
cylindrical extension of F € F(X) is a fussy set F* € 7(X x Y) so that up:(z,y) =
pr(z), V(z,y) € X x Y. A fussy set (relation) R € F(X x Y) is said to be T-
scparable if R is a fuzsy T—direct product set, i.e. 34 € 7(X),B € (Y), so that
R=A X B.

Fussy T R-regression

Our approach fo fussy regression problem is more theoretical than practical. The
idea of this concept originates from the classical case and is based on the substitution
of notions of probability theory used in classical regression with fussy ones. In place of
joint density function we take fussy relation and from this we derive the so—called fussy
T R-regression functions similarly to the classical process of defining the conditional
deneity function. In the next step we give set-valued functions (T R-regressions) and
an unambigous set-valued function (regression) which is analogous to the classical
theoretical regression, i.e. to the conditional expected value.

Let 0 # R € 7(RY x R¥) be a given fussy relation on R® x R |
X={zeR": JyeR* pp(z,y) >0},

Y={yeR*: 3z R up(z,y) > 0}.

The following studies will be restricted-to X x Y and R will be regarded as a fussy
relation R € F(X x Y). Moreover, let T' be a fixed t-norm.

In the definition of fussy T R-regression we generalise the well-known connection
between joint and conditional density functions and the density function of explana-

tory variable(s): f(z,y) = f(z) - f(y]z).

Definition. A fussy set (relation) r € (X x Y) is called a fussy T R-regression if
R=(Rx)*Nrr,ie.

#r(%,9) = T(pry(z), pr(z,y))  V(z,y) € X xY.
The set of fussy T R-regressions will be denoted by Frp = Frp(X x Y).

In the following we give some basic theorems and properties.
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Theorem.

(i) Tiscontinuous => Fr#0and Frr={r€ F(XXY): rmin C 7 C rmax }
(i.e. a fuzzy T R-regression exists);
(i) Tisstrong => |#frr|=1 (i.e. we have unambigous fuzsy T R-regression);
(iii) BRx=X = #gr={R} (ie. R isthe unique fuzzy T R-regression);
(iv) rr #0 = RVrpu CrCrmax Vr€ fg,
where riin, fmax € F(X x Y) are defined for #rp # 0 by

Fra(®¥) = B pr(2,9);  brau(®y) = Lp pel=9)

Using special fussy intersection operators we have the following special cases:

When T'=A then rup =R, rm=Rv{yg=p(Rx).}.

When T'=@© then r, defined by u, = ;ﬁ:)—', is the unique fugzy T R-regression.
When T'=11 then rpay = [Rx P UR, fmin = Fmax N {pr > 0}.

When T =T, then it may be Frg =@ (T is not continuous!), for example for a
fussy relation R € (X xY') which satisfies 0 < ur(z,y) < pry(z) V(z,y) € XxY.
In the following we assume that T' is continuous.

Theorem. Let R € (X x Y) be a T-separable fuszy relation, R = F X7 G =
F*nr G* (Fe€¥(X), Ge 7(Y)). In this case

(i) Ire F(Y) = that +* E' Frr;
(ii) when hgt{(G) =1 then G* € Frp.

This theorem expresses that in case of separability we also have cylindrical-
type fussy T R-regression. A separable fussy relation is, consequently, analogous to
the joint density function of independent random variables. In this sense the fussy

extension of regression with independent explanatory variables can be formulated as
follows: :

Theorem. Assuming that X = Xj; x --- x X,,, B; € #(X; xY), R = (R))* nr
Ny (Ra)*. Hr; € Frr(XixY) (i=1,...,n) thenr=(r)*nNr---Nr(rs)* €
Frr(X x Y), where (R;)* and (r;)* are cylindrical extensions of R; and r; on X x Y.

Based on a fussy T R-regression we can define the following family of set-valued
functions:
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Definition. Let r € frr be a given fussy T R-regression and ¢ € [0, 1] fixed. The
function

fre: X — P(Y)={A:ACY}, z—{yeY :p(z,y)2¢}
is called a (set valued) £T R-regression (generated by r).
The following properties of fye hold for all z € X:

() e=0 = fo=Y;
e=1 = fr1Cfrelz) Ve<];

(b) £1<€& = fnz(z) - fre;(z);

(€) frame(2) C fre(®) C fraue(2);

(d) When R is T-separable and r* € frr  then fre(z) = {y€Y : pe(y) 2 ¢};
(&) fraa(z)={y€Y :pgr(z,y) = prx(z)} independent of the t-norm.
Based on these properties we define the set—valued regression as follows:

Definition. Let R € F(X x Y) be given. The function fp = fr,,,1 is called a
set-valued regression .

Examples

A. Let g:R™ — R be a fixed function, X =Dom g,Y =Im ¢ and R = R, where

1 Hy= :
ue,(2,9) = {0 ot:erwgig.) ’

In this case Rx = X so that r = R and f,(z) = fr(z) = {9(2)}.
B. Let g,0:R® — R be fixed functions, & = inf{o(z) : z € R*} > 0, and
R € 7(R™ x R) defined by the membership function
5 HSE
pr(z,¥) = @
-HT =0 then pg,(z) = o{sy) and the fuzsy T R-regression is given by

mmw=f%$¢~
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From this one has:

fuls) = { yeR: g(,)_,,(,).\/QS,S,(,H,@),\/]II—_:_}

and, finally, fr(z) = {g()} Vz€R™

~HT=A then rmp,fmax € Frr a0d rmin = R, fmax = RV R;.  The
eT R-regression functions generated by rmin, fmax are

i e>50

0
Jrawne(z) = {[g(z) — 8¢(z), 9(z) + 8¢(z)] i €< G

Frae(®) = franme(£) U {9(=)},

where s,(z) = 0(z), /In &5
From theee follows that fp(z) = {g(z)} Vz€R".

C. An other example is illustruted in Fig. 1.
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