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ABSTRACT

In this paper a fuzzy inner product space menand a

fuzzy linear normed space are definited and their prope-
rties are discussed. A definition of fuzzy?bubic matrix
is given. Applying it, we prove: there exists exactly one
standard orthogonal basis in each fuzzy linear normed

smmevmxn.
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Z. FUZZY INNER PRODUCT SPACE me!‘

For definition and signs used in this paper, see (1] ,
and (5) .

Definition 1.1 Lgt Vm,(n be a fuzzy semilinear space

composed of fuzzy matrices. If for an arbitrary pair of

el _.ments 4, B of V ~ is a nu %wer (A,B) of ),1]

such that satisfies

1) (4,B) = (B,A)



2)  (kA,B)=k(a,B), ke (0,1)
3) (A+B,C)=(A,C)+(’E3,C), Cé Vaxn

4) (A,A)=0 iff p=¢
: o s : 3
then Vaxn 18 calleda a Luzzy inner product space thn,(A,B,
is called the fuzzy inner product of A apd B.

Proposition 1.1 In fuzzy inner product Space thn sy the

following formulas hold:
1) (kA,hB)=kh(A,B), k,he(0,1)
2) (4,B+C)=(4,B)+(4,C) . Ce Voo -
3)  (A,kB+hC)=k(A,B+h(4,0), k,he(0,1)
4) If A or B is 8, tien (A,B)=0
m ka3 771_7_1.
5) ((szlkiA,; ,jzﬂhj B, )=§,,-%. k;h; (A ,B;), ki,h; €(0,1]

Theorem 1,1 In fuzzy semilinear Space men for any fuzzy

matrices A=(a;) and B=(b,;) ,we define (A,B)=

mxn mxn

g%(aéjp\bu ) as the inner product of A and B, then me

4

is a inner product space .

The meanings of the following inner products are the

Same as one of the inner product of theorem 1.1.

II. THE DEFINITION OF A FUZZY

LINEAR NORMED SPACE men

Definition 2.1 Let thn be a fuzzy semilinear sSpace, if

for —every element A of men’ there is a number ja|
corresponding to it that satisfies the following
condition:

1) 12 UAN20, (AI=0 iff A=p
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2) lkAl=kliAll, ke(0,1)
3) FA+BU<HAR+IBY

then Vm is called fuzzy linear normed space, and | All is

n
called the norm of A .

Theorem 2.1 In men’ let lAl=(A,A), then men is a fuzzy

linear normed space.
The following fuzzy linear normed space, and 1ts norm are

all same as in theorem 2.1.

Theorem 2.2 VA,BEmen, Cauchy-ByHArOoBCrRu{ 1nequality stands:

(A,B) € WAl-IBY .

Proposition 2.1 In a fuzzy linear normed space men the
followings hold:
1) WA+BI <IA} + 4B
2) llAl\R=ﬂA\l, KEN
3) 1 A+BI <Al + |BF
k k k k
4) [A+B+.eso o o +CUTLHAL B HIBE +0 o oo o +{ICHT, keN

ITI. A ORTHOGONAL BASIS AND

A ORTHOGONAL SUBSPACE OF men

Definition 3.1 Let A,B Vm

«n® i (A,B)=0, then A and B are

called orthogonal.

A matrix group of consistiny of non-zero matrices is called
an orthogonal group if every two matrices of it are orthog-
cnal.

Proposition 3.1 In men,vthe following hold:

1) || A+Bl=lA+iBI iff (A,B)=0
2) IA+BIP=1lA1%+(BI® iff (A,B)=0

3) (| A+B+...... U= alE BIR . . ... +lCtK, keN iff A,B,
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«eeees , C are orthogonal each other.

Proposition 3.2 Let A be an element of me'

n s={Bx(B,A)=o,

Bémen} 18 said to be the maximum orthogonal subspace over A.

Definition 3.2 Let Wy and W, be two subspacegof Vosn 1E (Aq,

n

and W

A2)=O for arbitrary AEv,, A€W, then the subspaces W, 5

are called orthogonal.
Proposition 3.3 Let S be a subspace of men’ then the set of
all matrices to each of which S is orthqgonal is a subspace,

which is called the orthogonal subspace of S,

Definition 3,3 In men’ a8 matrix is identity norm matrix if

'its norm is 1. If matrices of a identity norm matrix group
of men are orthogonal mutually. Then it is called a identity
normed orthogonal group., For the sake of convenience, a ide-

ntity norm matrix is also called orthogonal.

is indep-

Definition 3.4 A matrix group {A1,...,At) of Vﬁxn

endent if and only if there is no AcG{A1'---'At§ such that
is represented as a linear combination of elements of { A1,

cee g Ay see v Apl. If there is a A €{A,, ..., Ay

'such that it is a linear combination of elements of {Ays «vn
v AL A eee At}, it is said to be dependent.

Definition 3.5 Let Ary eov 4 A ESSmen, if Apy eoe At are

1
independent and Y A¢S can be denoted by a linear combination

of Apy veey At' then~A1, cee At is called the maximal in-

dependent group of S.

tEmen. If A1, cee At are

independent , then A1, cee p At is a greatest independent

Proposition 3.4 Let Ayy oes 4 A

group of L(A1, cee At)'
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Theorem 3,1 (1) a non-zero orthogonal matrix Spanning group

of men is a maxima: independent group of thn'

(2) An identity normed- orthogonal matrix Spanning group
of Vxn 1S @ maximal independent group or Vaxn®

(3) The numbers of matrices of orthogonal matrix Spanning
groups of Vﬁxn are equal.The number of matrices of identity
normed orthogonal matrix Spanning group of Vﬁxn
Theorem 3.2 Iet a sot {A1, *e+ » A1 which ALEVixn,(£=1,...

are equal.

s t) be an orthogonal matrix group of thn, then S=L(A1,...
At) is a subspace of men and is called a orthogonal subspace
of vﬁxn' {A1, *e+ » ALl is called a orthogonal basis of s,
Definition 3.6 For two bases {A1’ cee At} and {B1, cee s

B,} of S that are two Subsets of §,if L(A1, cen o At)=L(B1,

cee Bt)’ then the two bases are called identical,

IV. FUzZY cusic MATRIX

Definition 4.1 Ap arrangement of @xnxp elements of (0,1} of

M TrowS, n columns and P storeys (see (1)) is called a. myxnxp

cubic matrix of (0,1}, denoted by A=(aijk)mxnxp )

"?1110.“'..:‘?1n1 \
.am11"°:;"”?mn1 .

; : : (1)

:' .’- 11p':.....:.a1np

am1p."......am-np J
Definition 4.2 Let Az(aéjK)mxnxp' The elements at the inter-

Sections of the rowus (s wus v {rythe columns Jir eee ,jsand

the Storeys k1, vos oy kt in A forms a rXsxt cubic matrix ’
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(:17 LI Y y(:r

which is called a subcubic matrix denoted by Lydgr vee 0

k', LK ) ’Kt.

11 L] ,m
LA 1y eee , 1 ié called the subcubic matrix of storeys k1,
k?"“’-kt 1' s 0 0 ’m
ces 9 kt’ Specially, storey k of A,that is LA 1y eee » ni,
A1 k
is denoted by A+ VWe denote A by A={: where A,, ..., Ap
A
p .

denocte respectirely storey 1, ... + p of A,

t
LA{ ; }is Symboled of {,j r-c.
1’ LI ’ p

¢ :
LA { 1 P eene n} is SymbOled Of (_,k r-s.
K

) ' e ey m.
LA{ J ‘}is Symboled j,k c-s.
K ,

ke
and is symboled of (,j, k r-c-s.

[
LA{j} is an element of row ¢, column ; storey k of A

1,-..;[11
Itself of a cubic matrix A can be denoted by LA{1,...,n

1’00-’p
To prove theorem 5.1 we shall need to use contents of

this section.

V. THE STANDARD ORTHOGONAL BASIS OF men

Definition 5.1 If Ayy ooy At is an identity normed matrix

group of V then S=L(A,, ... ,A,.) is called a standard
mxn 1 t
orthogonal subspace of men and A1, owe ’At is called a

Standard orthogonal basis of S .
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Proposition 5.1 If Ayy v ,Atémen is standard orthogonal

basis of L(A1,...,At) then Aoy ees ,At'is standard orthogonal
basis of L(AZ’ cee 'At)'

"Theorem 5.1 There existsonly 5 Standard orthogonal basis in

uzz inea orm Space V .
f ¥y linear normed space mxn

Theorem 5.2 The subspace sSpaned by some matrices of standard

orthogonal basis of men forms a standard orthogonal subs-—

pace of me v

a

VI. THE SIMPLE STANDARD ORTHOGONAL BASIS OF thn

Definition 6.1 let W be a finite Spanning subspace . For

A€W, if there is non-ordered relation "« " B, CeW, so that
A =B + C, then A is called a compound matrix of W, otherwise
A is called a simple matrix.

Proposition 6.1 A is a sSimple matrix of me y» if and only

n
if A is like following matrix

Qo'o .O'Q.'(.)
A= ?...:Ljoo? & acje[O,‘l]
lOQ. ‘0'000
J
where A i3 a mxn matrix that tyj T—-C element is 8;; » Other

elements are all zero.

Definition 6.2 If a finite spanning subspace S of Vﬁx
n

possesses a standard orthogonal basis and every matrix of

the basis is also a Simple matrices of Vm » then the basis

xn
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is called a simple standard orthogonal hasis of S and S
i8 referred to as a Simple standard orthogonal subspace of

\4 .
mxn

‘PrOposition 6.2 A finite spanning subspace of V mxn® If

there is a simple standard basis » then this basis poss-

esses

1) In this basis every matrix is simple matrix of Vaxn
2) In this basis every matrix is identity normed matrix.
3) The matrices of this basis are orthogonal mutually.

Proposition 6.3 A is a indentity normed matrix if and only

if A is just like
OO.CO.Q.O

: ' : t=1,...,,m
000‘11000 [., . (2)

0..09-..0
J
where (,j r-c is 1, other elements are 0.

Theorem 6.1 In men there exist only a simple standard

orthogonal basis.

Theorem 6.2 Let S,and 82 are the orthogonal subspacevof
Vaxne If S, and S, are orthogonal, then S1¢\S2='{9}

Proposition 6.4 Let S be a simple standard orthogonal

subspace of men + then the basis of S is Spaned by some
matrix like (2).

Proposition 6.5 ILet S be a simple standard orthogonal

Subspace of Viaxn® then T = Vixn~S+ 16} is also a simple

Standard orthogonal subspace and SN T=1{6} .

Definition 6.3 ILet S, and 82 are two simple standard




orthogonal subspaces of thn' If S=S1+S2 and S1F\Sz={9},

then S is called direct sum S1 and SZ’ and is denoted by

S=S1+S2n

Theorem 6.3 Let S, and 82 be two simple standard orthogo-

nal subspaces of men’ S =S1+SZ' Then S=S1+SZ<===>S1 and

82 are orthogonal.

Theorem 6.4 Iet S is a simple standard orthogonal subspace

of men and let T = men - S + {6}, then men =S + T, and

we call T a direct complementary space of S. We denote by

1 . -
S°= T, that is §= Ve = S + (6},

‘Proposition 6.6 The sum space of simple standard orthogonal

subspaces of Vm is also a simple standard orthogonal sub-

Xn

space of V .
pace mxn

VII. n-ary LINEAR NORMED SPACE V_

Let Vnz{( 0(1’ cee 9 D("\): °<’:e[OD1J’ ¢=1 ge0 'n} then ObwiouSly

Vn is special case of men‘ All condusions of Vﬁxn are

tenable for Vn thus Vn is aiso a fuzzy linear normed space

its inner product is definited according inner product of

L

v
mxn

Theorem 5.1' There exist only a standard orthogonal basis

in fuzzy linear normed space Vn'
Similarly we can definite V® and carry on some discusses.

The conerete content is not given detaile.
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