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In this paper, a method of making the classification fore-
cating of weather by means of multivariable membership func-
tions is presented. This method has been proved with example,
and the accuracy for the method is 96%.
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1. Introduction

In the past few years, some efforts at weather by fuzzy sets

(1)

It is mown to all, multi-forecating indexes are necessary

have been made and have had some successes,.

for making forecating of weather.
If regard classification forecating of prediction object U

(For example, forecating of rainfall is divided into three grades

"full of rainfall", "normal of rainfall”, and "short of rain-
fall") as fuzzy sets A, B, Cy ... in the discussion universe U,

Then, only membership degree of sample u(¢U) for fuzzy sets A, B,

g, .soare calculated respectively, and based on principle of maxi- ;
mum membership degree in fuzzy model recognition.We can make rain-
f£al1l forecating according to this sample, .Because a prediction ob-
ject is concerned with multi-forecating indexes, the key is to de-
sign multivariable membership function.

Based on the method of least squares, this paper designs a lin.
ear model of multi-indexes parameter , and determines parameter

vector-p, then designs multivariable membership function, and cal~
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culates the membership degree of sample to be predicted. Finally,
we take a threshold values as 1imits of evalution grades, and make
forecating of weather according to the grade of membership degree

value.

2, The Theory and Method of Founding Forecating Model of
Weather Applying Multivariable Membership Function

If prediction object is the rainfall in certain region, so we
can take our discussion in the set U collecting of all possible vec-
tor of predictive indexes. EFuli of rainfall", "normal of rainfall",
and "short of rainfall" are fuzzy sets of U, they are represented 22,
N, and Edrespectively.

Selecting n numbers of historical samples in U, They include n,

numbers of "full of rainfall”, n, numbers of "normal of rainfall"

n. numbers of "short of rainfall", here n,+m + n3= n. We determine

3 1 2
p items of predictive index for each historical sample. The deter-
mined data of p items of the number i of sample make up of p dimen-
sional vector
(xi1, xiz, sesey Xip) i=1, 2, Yooy Noe
Taking discussion universe U={u‘u(x1 X, eees xp) Xy is index
? ?

of j item} as mapp;ng_z

1 if ue M
f{u)=4{ o if uelN
-1 if uékFE

for
M={ u| u is "full of rainfall"}
N={u| u is “normal of rainfall"}
F={u| u is "short of rainfall"}

and definiting



143

Classification Forecating of Weather

~
—

Ynx‘l

14
'O s (D —~nes —
T
o]
N
~

i

Lk R X T

.

e
j=]

W

A
an(p+1)_

—
™
.
.
.
™

1f rainfall is a linear model of p item indexes:.
= teeet B X, +E = '
A A T e BEipth o (2=t, 2, cory ) (1)

or it is represented as vector

Y=Xp +£ o (2)
here
B £
?' &
P(p+_-1)><1 = § ’ Enx1 = : ’
2
B "

p is parameter to be determined , f;is normal random variable,
2
and E(§) =0, D(&) =¢° , (i=1, 2, «esy n)y g~

constant.
Because of n>p, the gquestion becomes to solve the minimum of
residual vector{=7Y - Xp. Namely, to solve the generalized solu-
tion of transcendental equation sets Y=XP. The solution are
A=) 'k, if rank(X X)=p+1 (3)

3

B x0Ty, 1f rank(X X)<p* (4)
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Here, XT is transpose of X, ﬁ is estimation of least squares of

B, "+" presents generalized inverse of Moore——Penrose,

1+ 2 px

Ple) =Pyl = x5 eees xp) 12 - . (5

here, a, b are constants, according to the nature o:f:‘ problem.

To design multivariable membership function

At last, selecting threshold N and A, the 'I‘g is divided into
three sets

1y ={u] Pz, )
M ={ u|7\>}’m(“)>\2} : (6)
o _{uit yg(u)sxz}

So, the rainfallv is divided into three grades, and the rainfall
of each  sample to be determined can be forecated according to the
membership function }IM(u) .

3. The Example of Forecating

In order to explain the application of this method, we take the
rainfall prediction of xx region as the example., Selecting three
prediction indexes

Al B
X1 ~—The mean maximum temperature of March in the past three years

Xz——The mean maximum temperature of first 10 days of March in the

3

past three years,
X;—-—The mean temperature of the past three years.
Taking historical data of rainfall in May from 1957 to 1980 as
samples., So n=24, If selecting

R>18.5 mm "full of rainfall”
18.,5>R>11.5 mm "normal of rainfall”
R<11.5 mm "short of rainfall"
then, n, =8, n,= 3, n,= 13,

1 2 3
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The original data of above 3 prediction indexes of all 24 samples

are normalized according to the formula
1

X, . —(x' )

x;y= —r—ri (7)
(= 1) pax=(%1 50 min
( i=1,2, eoey n, =1, 2, 3)

The numerical value after normalization are shown in table 1.
With program calculation for formula (3), the matrix X24x1 are

made up of normalized data of three prediction indexes in table 1,
}8
}3 (8)
}13

At last, we can get numerical value of parameters FO and Pi

and
s

—

Q » see ~>

Yoax1™

- s0e~> OO

AN

,
I

(i=1, 2, 3) as follow
B,= -0.952211
B,= 0.570905

Py= 0.488126 (9)
Designing the multivariable membership function according to
formula (5), here, a= -0.830179, and b=0.823%295 are minimum value

of 24 samples based on linear polynomial { pot% gjxj} caleula:
=1 ' =

"tion and the difference betweem meximum and minimum, So, there is

) RN i&jxj + 0.8 (10)
~ 0.823295
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Table 1,
classification |year| X, [X,, |X;x EM(u) rainfall | fitting
i ~ I May
58 | 0.79]0.72(0.81 |0,751180 50,2 v
60 | 0.,9610.38|0.66 | 0.840886 20,3 v
63 | 0.95[1.00[1.00 |1.000000 20.5 v
R>18.5mm{full | 66 | 1,00{0.53]|0.64 | 0.829963 21.7 v
£ rainfall) 67 | 0.96|0.47|0.72 | 0.860377 48,9 v
of rainia 69 | 0.91]0.42[0.%1 | 0.666603 18.7 v
72 | 0.89]0.21{0.53 | 0.745645 20.5 v
75 | 0.84]0.48{0.79 | 0.816880 20,1 v
61 | 0.89]0.30/0.42 | 0.664345 13,6 v
22;3?;;55 m | 64 | 0.75]0.30}0.58 | 0.662168 18.5 v
rainfall ) 65 | 0.6%[0.5110.55 | 0.523602 15.6 X
57 | 0.49(0.02[0.22 | 0,318424 9.1 v
59 | 0.63|0.26|0.32 | 0.431908 10.8 v
62 | 0.8110.31]0.28 | 0.524078 0.5 v
68 | 0.54|0,04|0 0.219085 4.1 v
70 | 0.54|0.02/0.15 | 0.311593 8.0 Y
Rg11.5 mm 71 | 0.65(0.54|0.51 | 0.508394 1.5 v
(short of 73 | 0 0 0.25 10 11.5 \'4
74 | 0.54/0.24|0.56 | 0.515369 9.6 v
rainfall) T6 | 0,67{0.13|0.50 | 0,589596 2,0 v
77 | 0.30/0.17|0.36 | 0.242326 5¢4 v
78 | 0454{0.33({0.64 | 0.546718 1.1 v
79 | 0.26[0.28]0,70 | 0.397062 8.2 v
80 | 0.72|0.44{0.62 | 0.640023 9.8 v
81 | 0.18/0.37/0.51 | 0.212856 149 v

Here, the numerical value of po’ P"1 ’ PZ' {33 are taken as formula
(9). The results of calculation is shown in column in table 1.
Taking
= 0.666603 and A= 0.,640023 ,
Then M is divided into three sets
i={u| Plu) = 0.666603 } ;

M;= { u[ 0.666603>0(u)> 0.640023} H
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3¥*
M3 ={u'ﬂ(u)50.640023} .
Each sample u, can be classificated according to membership de-—
gree p(uo). The results of evaluation are shown in table 2. The Ffitt-
ing accuracy is (8+2+13)/24=96%, The trial forecating for 1981 is

"short of rainfall". It was true.

Table 2,
M N. F SUM

*
M1 8 0 0 8
M*

5 0 2 0 2
M* 0

3 1 13 14
SUM 8 3 13 24

4, Conclusion

Applying this method to classification forecating of weather is
rational in principle and the result.corresponds with practice. Be-
cause it considers the linear fitting of method of least squares of
multi-prediction indexes for sample data, and draws out multi-index-
es curve, designs multivariable membership function on the basis of
this, and then makes evaluation according to membership—degree. Es-
pecially if the number n of historical samples and number p of pre-
diction indexes are all big numbers, the method is comparatively
simple , because of operation of computer program. ‘

In spite of making the forecating of three grades for prediction
object only, this method can also be applied for more than three
grades of forecating., For example, if it is needed to make 5 grades

forecating, -we can make mapping
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2 if ué A
1 if ue¢B
£ (u) ={ 0 if ueC
-1 if ueD
-2 if uéekl

Here, A, B, C, D, E are ordinary sets. then selecting four thre=_.
sholds 7\k (i=1,2,%,4), it divides Il into five ordinary sets. In such
a manner, the prediction object will be evaluated.

If sample data are few, 1t is not suitable to classify it too mi-
nute. Because it will make sample numbers very few in each grade, and
there will be diviation between fitting curve and practice case, and
it will influences accuracy of forecating.,

In order to increas the accuracy of historical fitting and trial-
forecating , it is not only reckon on selecting parameter and confor-
mation of membership function properly, but also reckon on the feature
of selected prediction indexes. The more the correlation coefficient
between indexes and prediction object, the greater the indenpendence
among the indexes, the better the results of forecating,

It will be seen that just one year of "normal of rainfall" is eva-
luated as "short of rainfall", It was wrong. The reason may be that
the historical sample numb?rs of "normal rainfall" is few, and there-

fore it influences the accuracy of forecating of "normal rainfall",
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