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1 .INTRODUCTION.-

Concepts of lower and upper probability and mathematical expectation was given by
Dempster in {2]. Such concepts can be also considered into the field of Shafer's Theory

of BEvidence. In this way, important contributions can be seen in [3], [4], [ 5] and [7].

As is known, when on a (finite) referential set X we consider an application
+
h:X -k and a basic probability assignment (bpa) m: @ (X) —=1{0,11, it can be obtain
the so called lower and upper integrals of h with respect to m, in a parallel way to

that of Dempster.

This paper is devoted to study some properties of such lower and upper integrals

in several ways.

Section 2 introduces some basic concepts. Then it is considered the situation in
which we have two informations about some property on X, both them represented by bpa's.

For such case a relation of inclusion between such bpa's is proposed. Some relations

between their associated dual measures (belief and plaussibility ones) are given.

In Section 3 it is considered the case in which we have two, or more, applications
hix =R and one bpa m:QE(X)w«>iO,1}. Relations between the respectives lower and
upper integrals of sum, inf, sup of h's with respect to m are showed. Finally, when two
included bpa's (in sense of Section 2) are considered, some properties of the correspon-—

ing lower and upper integrals are given.

2.FUZZY MEASURES.-

This section 1s devoted to give the basic definitions about fuzzy measures and
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the necessary concepts from Theory of Evidence. In the remainder X will be a finite

referential set and g?(X) will denote the set of subsets of X.

Definition 1.- A fuzzy measure on X is an application,

g: F(X) — [0,1]

such that,
a) g(@§) =0, g(X) =1
b) A,B=%¥(X) if A=B = g(A) = g(B)
Definition 2.- Given a fuzzy measure g, g* ig said its dual measure if it verifies,

L A-F(X) e g (A) = 1 = g(A)

Remark 1: As is known, from the Shafer's, point of view, any information about an unknown
x+X can be represented by means of a bpa. In this way, from the lot of measures
verifying the above conditions, we shall only consider those related with

shafer's Theory of Evidence.

Definition 3.— A Basic Probability Assignment (BPA) is an application,

m:$(X) = 0,1
verifying,

a) m(g) =0

b) T om(a) =1
A~ X

Thus, with respect to some bpa m two dual measures associated to it can be defined,

Definition 4.- Let m be a bpa on X, then

PL(A) = - m(B) , Bel(A) = 7, m(B) , ¥Ac¥(X)
B¢ A£D Be A

defines the Plaussibility and Belief measures associated to m, respectively.

Both fuzzy measures, from a same bpa m, are dual measures ({3]), that is

P1(A) = 1 - Bel(A), VA~%(X)

Consider now two informations on X, each of them represented by one bpa (ml and m2).
In | 5. was studied the case in which one of those informations is contained in the
another one (which we shall denote mlf m2). This relation of inclusion must be understood

in the sense of the knowledge provided by ml is less precise than given by m2, that is

Definition 5.- Given two bpa's ml and m2 we say the evidence represented by m1 is

included in that one by m2, if
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A
verifying
A) =3 m (B) , YBeca
ml( ) }"mA( )
B
B) =5 m (B {fAZB

Remark 2: This definition is based in the intuitive idea of one additional information
(being compatible with the previous one) about an unknown x X must to produce

an atomization of the evidence.

Thus, in accordance with Definition 5, we can give the following remarkable

properties,

Property 1.~ Consider two bps's ml and m2 such that mlc:mz. Let Pll and P12 be its

plaussibility measures associated. Then for each C cX, Pll(C)J7 PlZ(C).

Proof:

X pl(e) = . m (B) = 2. (7 m(B))

CABAP CABAS  AuB
But,
AecX, BCA, CriB#£# @0 23Cr A£G

Hence,

foC o (BN . (7o (B) = . m(a) = PL (C)

Cri B£Q Be ArX Cri A£LD BrA CriA£0

Property 2.- Consider two bpa ml and m2 such that mlc m2. Let Bel1 and Bel2 be its Belief
measures associated. Then for each C X, Bell(C) - BelZ(C).

The proof is immediate from Property 1 taking into account that Bel (C) =1 - P1, (C),
i i

3.UPPER AND LOWER EXPECTED VALUES.-

In 1967 Dempster generalized the concepts of probability and mathematical expectation
by means of the definitions of upper and lower probability and mathematical expectation.
Later these operators have been considered in the fields of fuzzy measures and Theory
of Evidence ({5, [ 4], {7i,...). In the following we shall give some properties related

to the Dempster's operators when a bpa on X is considered.

+
Definition 6.- Given an application hiX- =R and a bpa m on X, the upper and lower

integrals of h with respect to m are respectively defined by,
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*(n/m) = ¥ m(A) Sup h(a)

P

il

A=X a<hA
I (h/m) = .-. m(A) Inf h(a)
* ArX aeh

Remark 3: [t is easy to check that when m is of probabilistic kind, that is m( a ) =

a X, Tthen
% ’
(

Ix(h/m) = I (h/m) = ; h dp

showing as the above integrals constitutes a true generalization of the

mathematical expectation concept.

*
The next Propositions shows some interesting properties about I (-) and I (-).
3

3
We shall only prove them for I (-), being analogous the proofs for I (-).
*
+ ,
Congider two any applications h :X- » R , i = 1,2, and a bpa m on X, m:> (X)
i
Then the following Propositions holds,

Proposition 1.-

a) 1*(h1+h2/m) P 1*(hl/m) + 1*(h2/m)

b) I*(h1+h2/m) P I*(hl/m) + Ix(hZ/m)

Proof:

i

I*(hl+h2/m) T om(A) Supf(hl+h2)(a)}fi 7 m(A) Suphl(a) + ¢- m(A) Sup hz(a) -

A=X a~A AnX aczA A-X a<A

1*(h1/m) + 1*(h2/m)

Proposition 2.-

R
‘I (hl/m) if by 0
¥* .

T (bhl/m) =/0 ifb=20
{1biT (h./m) if b - 0

3 ¥ 1
"bI (h /m) if b O

e 1

I (bh_/m) ifb=20
23 1

il
o

|
&jbiI*(hl/m) if b’ O

Proof. Being trivial the case b 4 0, we shall prove the Proposition when b 0. Then,

I*(bhl/m) = Zm(a) Sup(bh (a))

A-X asA

But,

0,1
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SUp[bhl(a); = | blInf hl(a)
arh arhA
b40

Hence,
L*(bh /m) = tbi} m(A) Inf h (a) =4#bll (h /m)
L - 1 ¥ 1

AcX as A

Proposition 3.- If for any af¢X, hl(a) 4 hg(a) then

1*(hl/m> < 1*(h2/m)
I*(hl/m) < I*(hZ/m)

Proof: Being hl(a) (vh2(aj,*fan, then

Sup h_(a) £ S h (a) ; Inf h {(a) € Inf h (a
P l( ) < Sup 2( ) s l( ) 2( )
and as by definition m(A) 2 O, YA <X, the proof is follows.

Proposition 4.-

!
E

Ix(hlyhz/m) 3 Max{l*(hl/m), I*(hz/m)¢

I*(hi/hz/m) Maxflx(hl/m), I*(hz/m)}

)

Proof:
* i . -
(hyin /m) = jw m(A) Sup { Maxih (a), h (a)] } =

<X arA

= ). Max m(A){ Sup hl(a), Sup h2(a)E;
acA ach

>
5

» Max i m(A) Sup hl(a) , 2. m(A) Sup hz(a)} =
AX a€h AcX aeh

= Maxllx(hl/m), I*(hz/m)j

Proposition H.-

%*
I (hf»hZ/m)

~

Min{I*(hl/m), 1*(h2/m)]

LiaY

The pr‘oof is as in Pr‘OpOSi tion 4,

Proposition 6.-

* 3*
I h h I s )
( 17 2/m) > (h1 h2/m) 5 I*(hiﬂhg/m)
¥
I (hwvh 5 I (h wvh # I (h.ah
( 1 2/m) b *( 1Y 2/m) P *( 7 2/m)

The proof is folloed taking into account the classical properties of the operators Sup

3¢ . .
and Inf and that I (h/m) » I (h/m) for any application h(:).
3
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1*(hlAh2/m) + 1*(h1vh2/m) < I*(hl/m) + 1*(h2/m)

Proposition 7.-—

Ix(hf\h2/m) + Ix(hfrhz/m) p I*(hl/m) + Ix(h2/m)

Proof: By definition,
2 % ; !
1 (hlﬁhz/m) + I (hifhz/m) = } m(A)JSup (hf\h2)(a)} + 3 m{A) Sup{(hi/hz)(a)]é

AcX ach AcX achA

7 % m(A) Inf Sup hl(a), Sup hg(a)z + 2 m(A) Sup [Sup hl(a)’ Sup h2(a):
A=X ach a=A A«X acl ael

But as,

Inf Sup hl(a), Sup hz(af} + Sup [Sup hl(a), Sup h2(aﬂ = Sup hl(a) + Sup hz(a)
a A ach arch arh ach ach

and, moreover, m(A) > 0, A ~X, the proof is folloed.

+ .
Proposition 8.— Let h be an application h:X -~ R and m :¥ (X).-—» [0,1], 1 = 1,2, two

i
bpa's such that mlr'm2. Then,
3 %
I (h/m »# I (h/m
(h/ l) ) (h/ 2)
I (h < I (h/m
*( /ml) < *( / 2)
Proof: Since definition of I*(«) and definition 5,
® . - .
T (h/ml) = 4. ml(A) Sup h{(a) = 2. ( 27 m (B)) Sup h(a) =
ArX aeh ArX AcB ach

= 2. » m (B) Sup h(a)y ¥_ 5 m (B) Sup h(a) =
BeX AZB a A BeX A3B arB

= 7 m (B) Sup h(a) = 1*(h/m2)
BaX arB

+ o .
Proposition 9.— Let h be an application h:X -« R and m,: ¥F(X) —> fO,l], i=1,2, two
i

bpa's. Then for any a«<{0,1,
3
(

I (/am +(1-0)m ) = az*(h/ml) + (1-a>1*<h/m2>

Ix(h/aml+(1—a)m2) = aI*(h/ml) + (l—u)Ix(h/mZ)

Proof':

I*(h/am]+(l—a)m2) =, [aml(A) + (1—a)m2(A)J Sup h(a) =
“ A-X ach

= L.jaml(A) Sup h(a) + (1-a)m_(A) Sup h(a)] =
AcX ach as A

= az*(h/ml> + <1-a)1*(h/m2)
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Proposition 10.— For any application h:X-—= 10,1} and any bpaxn:g%)O'“““:O,l:, it is

verified,

Il
=

I (n/m) + I_(1-n/m)

Proof:

[ (1-h/m) = 5 m(A) Inf(1-h(a)) = 2 m(A) [ 1-Sup h(a)] =
A=X ael AcX ach

“m(A) - 2 m(A) Sup h{a) = 1 = I (h/m)
AcX AcX ach

t

FINAL COMMENTS.-—

T{ we denote m and m the bpa's corresponding to the total ignorance and to the
0 p
probabilistic kind, respectively, then for any another bpa m, m ¢ mcm . Thus, i we
o p

have two bpa's m_ and m_, such that m_cm_, it is evident that m e m_cm_«<m .
1 2 1 2 o 1 2 p

Moreover,

%* %*
mo-m = 1 (h/m ) 2 I (h/m : I (h/m ) 41 (h/m_)
5 ( 1)’ (/2), *(/1) X(/2
+
for any h:X =R . Then, the inclusion of intervals,
(I (n Ma/m )] €1 (/m.), I (h/m )]
i i(( /m2), ( /mz)j | x( /ml) ( /ml)j
it is verified.

This situation can be described by the following scheme,

where m is reducted to one point because its probabilistic kind.

From this context several applications can be carried out. In this way, an

approach to Decision Making problems by bpa's will be the matter of a forthcoming

paper.
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