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THE STABILITY OF SOLUTIONS OF FUZZY RELATION LQUATIONS
Part 1 : Directional Perturbation

Li Hong~Xing
Teaching and research Section of Mathematics, Tianjin
Institute of Textile Engineering, Tianjin, China

In this paper, we advance a new idea fuzzy perturbation,
and define perturbation matrix. The stability of the solutions
of fuzzy relation equations and the generalized solution of
the unsolvable equation are defined by means of the matrix.

By use of the concepts we advance the programs of solving the
two open problems in the inverse problem of fuzzy multifactor-
ial evaluation.

Keywords : Fuzzy perturbation matrix, Stability of the
solutions, Generalized solution, Fuzzy relation equation,
Fuzzy mutifactorial evaluation and its inverse problem.

1.‘}ntroduction

Let Us.{u1,...,un} be a set of factors and V={v1,...,vm} be a
set of evaluations, and F(U), F(V) and F(UXV) is the family of
all fuzzy sets on U,V, and UXV, respectively. If BéF(V) and R&F(
UXV) are given, the inverse problem of this fuzzy multifactorial
evaluation is expressed as a fuzzy relation equation which regra-
ds X¢F(U) as an unknown element:

XoR=B (1.1)
i.e. - VA(x.Ar..)=b, .

1si<§1 1A 13) J J=1’“"’"‘
where X=(x1,...,xn), Rz(rij)nxm and.B=(b1,...,bm).

Let F(.) be the family of all fuzzy sets on any set. We define

a partially ordering "<£" in F(.): A <A, 1iff A CA, for any'A1,
AZGF(.). In additiom, it is denoted A;<A, that A <A, and Ay 9t
A,
PutI:{XéF(U) l XoR:B} , it is common knowledge that the partia-
lly ordered set (X,€) is an infinite semilattice with the great-
est element. In the paper, the greatest element of X is always
denote Gé(g1,...,gn). ’

We advance the two open problems in the inverse problem of fu-
zzy multifactorial evalution:

(1) How to choose an element Xo from X as the distribution of
the weight number of the evalution process when|X|>1 ?
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() .« culled e ree oi stability of X,about the equation (1.1)
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celiniodon 2.5 lor any i€Xand Je{’} y oo ,ml ,put Tj={t lXtArT gzbj }
3 “J

e, »nut wi_qj.'\x;,)={se(o,1] ‘xt,\k rtj—atj&’:bj} . Tuke
HONE R (I S [0,1:[ Luch that

U . .
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~IGORITHM OF CHOOSING THE DISTRIZUTION OF THE WEIGHT NUMBERS XO

Tet ?i be of minimal character for i=1,...,Q .
First: Form X, which is the range of choosing XO .
(1) 1If Q< G, take X=X . Else

(2) 1t Q,<G, take X,=X,. Else

¢ e 00 00

{(g=1) 1f Qq_1<;G, take };:Xﬁd.Else
(q) Take X, =X, -
Second: Determine XO .
For any A,D€F(U) and any a€(0,1] , stipulate
A+D=(a1+d1,...,an+dn)
aA=(aa1,...,aan)
Since the degree of stability of solutions shows the extent that
the solutions depend on the equation, in orther words, it shows
the reliable information of the evalution process, hence, Xo shou-
1d be determined as follows:
5(a) 3(Xy )

S(GS(X) S(a)*s(%y)

Xe » S(G)+5(X,)>0

a s else

where ., is the least element of X, .

4, Partially ordered structure of Yi

We will prove that Ki is of minimal character without any coa-

uition.
» nonempty oartially ordered P is called lower inductiue if
every chain of P has a lower bound.

Proposition 4.1 That P is lower inductiue imply that P is of*

minimal cnaracter. |

Proposition 4.2 X is lower inductiue, hence X is of minimal

character. §

Theorem 4.1 Y; is lower inductiue, hence Xi is of minimal
character, for i=1,...,9 o §

5. Generalized solutions of the unsolvable equation

e s
Defirition 5.1 Let de (0,1]» R _(rij+bijS)nxm is called a

$-rerturbation matrix of R, where
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b..={?(ri«j) » Ay=0
1] =

0 ’ Ai,j-A
and the y is the -same as the ?cﬁ?definition2 3.
Lefinition 5.2 SupposeX =f and XeF(U). X is called a d-generali-
zed solution of the equation (1.1) if the following equation is

fulfilled:

XoR® =B (5.1)

The zet of all the generalized solutions is denoted.'Is .

Cefinition 5.3 & is celled the deviation of the generalized solu-

tions, about <ne ecuation (1.1), if
infw , wig
8=
{ , WP
where W= {Se(O,ﬂlX ;é¢}

De.ini ion 5.4 L=t x‘ij be the sct of all the solutions of the

iollowing ecuation

xiﬁ\(rij+b135)=bj

and wij={Se(CL1n Xij#ﬁ} . §;j is called the subpart deviation of
the generalized solutions, about the equation (1.1), if
Ef.:{mfwij y Wis#P
1J -

1 , wij_¢
Hesides 93.= A‘§ is called the partial deviation of the zenera-

1<rsnlJ

lized solutions, about the eguation (1.1).

Proposition 5.1 §= V s’ , hence§’= V ( A 5 ) . ]
1€ jsm 1gjsm 1<isn i3

Definition 5.5 Suppose X#f. The equation (1.1) is called pesudo-
unsolvable if §=0 .

Definition 5. 6 We stipulate the operation of the Zoolean matrixs
A= (a ) and D=(d, J) nyw, A+D_(a +d. J)., When X #0 the characteris-

ij
tic matrlx A has the resolution as follows:

)\=>\1+)2+ ..... '+>‘r (5.2)
k . o . k .
where \ é(A .) satisfies the conditlonJM§=1, andJKj is a characte-

ristic number of‘A . The formula (5.2) is called the perfect reso-

lution of A. Be51des, the index set’I {1 | Ak S=1, se{1,...,m}}
S

is called a place of‘Ak, and I-{Ik} is called the place family of A .

Remark. The symbols of the above concepts which are determined by

the characteristic matrix-g-of RFshould be load Witklj, for exam-
ple, 1, should be denoted Ii,
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Priposition 5.2 (1) ¥ XéX 311(’(11' ...,im}el such that

(5.3)

Xis/\ris,s=bs S=1,4e.,m
The formula (5.3) will be denoted Ik-.:Ik(X).
(2) For any X,YéX and XY, if JI €1 such that Ik=Ik(X), then
IK=Ik(Y), |

6. Estimation of degree of M-approximation

Let ~=( gy e ,,am),D=( dal, ...,dm) € F(V), we call
1
d_(4,D)4( § las-a.|P)/P,  p»1
p e Y
tne distance between A and D, and call ||A(lp=dD(A,¢) the norm of A.

Cefinition 6.1 Supposexs;éﬁ . For any xeX we call
HXoR-B"p:dp( XoR, B)

the degree of M-approximation of X, which is with respect to the
equation (1.1).
Theorem 6.1 Suppose xz;éfé . For any XéX:we have

“XQR-—B"ps cd
where ¢ is a constant. .
. m “
Corollary 1 cssmin (( © bl;_' 3}11/9) |
Ik(X)€ Is s=1 st

Corollary 2 The eguation (1.1) has the generalized solutions of

arbitrary de.ree of M-approximation when the equation is pseudo-
unsclvable, i

7. Estimation of degree of nearness

We take following degree of nearness as an example.
Let A=(a1 ) o ..,am),D=(d1 y o .,dm) € F(V). Write

= V a. =Aa.

1< jsmd T Asismd
Aol= V (a,Ad.) AeD= A (a.vd.)
1gjsm 9 I 1sjsm 9 Y

a and a is respectively called t‘neiupper‘ norm and the lower norm
of A; AoD and AeD, the interior product and the exterior product
cf A dnd D. Put

* N(A,D)=1-(a-a)+(AoD-AeD)
We call N(A,D) the degree of nearness of D to A.
Theorem 7.1 Suppose}(‘;é;b. For any %X’ we have
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N(B, XoR) > 1-c§

where ¢ is a constant and ceé(0,1]. |
Corollary 1 N(B,XoR) >1-3 |
Corollary 2 cg _min .

— Isk(x)eﬁ{blt't} .

Corollary 3 XoR can arbitrarily be near to B when the equation

(1.1) is pseudounsovable. §

8. E‘mily for choosing and its meaning

L=t 5&(0 1] be a numver chose beforenand. The equation (1.1) is
called well-conditioned if the deviation of the equa:ion 3°< 5’
else, ill-conditioned.

ALGORITE# 1 CF CHOCSING THE DISTRIBUTION OF THE WEIGHT NUMBER AO

Let the equation (1.1) is well-conditioned. Choose X3 (o, 5*]
such that}s;é(é - AO can be determined in accordance with algorithm
in Section3.

Definition 8.1 For any Y=(y1, ...,yn)éxs we put

A(t1 » rv"tn)=(y1+t1 (g1 'y1 )a ) -"yn‘*’tn( gn'yn))

where G=( q» ...,gn) is the greatest element of XS . The following
set

A= {aty,eemrt )| (£g,0enyt 00,17 }
is called a fimily for choosing of the evaluation process.
ALGORITHM 2 OF CHOOSIKG THE DISTRIBUTION OF THE WEIGHT NUMBER A
First: Form the subset Xi ofIS in accordance w1th the algorithm in
Section3, and let Y be the least element of X, , then form the fi-
mily for choosing A.
Second: Let N(.,.) be a certain kind of degree of nearness, tie
make the function

F(t.1 . ,..,t )=I\J(B,A(t1 . ..,tn)oR)

F(t‘p---yt )= (Iga?‘(] F(t19""-tn)

then we take A ‘(t‘l”'*’tn)

ALQORlTnM 3 OF CHCOSING THE DISTRIBUTION OF THE WEIGHT NUMDER A

Let}j'—'(’fv"-’ 1] be the set of all the minimal elements ot X3,
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where Yf(yi1”'”’yin)’ Put

Ai(t1’”.,tn)=(yi1+t1(g1 1)r~.-’yln n(gn—y ))

We get the families for choosing
Is n
ﬁ:i.:{Ai(t"’.."tn)‘ Kt,],o-r-,tn)efO,"] } i=11000’l
Make the functions

F (t1, ""tn)=N(B’Ai(t‘l’ ...,tn)oR)

1f 3(t1,...,t )€ (0, 11" such that
F, (t ,..,,t )= max_ F, (t1,...,t )

(0,13" n
s s i i -
and let Fs(tqsvuvyth)=m?x{Ei(t1,...,tn)} , then we take AO=A(t1,
s
> "e) tn) -
Reference

(1) Wang Pei-Zhuang (1980), Introduction to fuzzy mathematics,
Mathematics in Practice and Thecry, Ho. 2,3,(China).

(2) Cao Zhi-Qiang, Modern control theory of psychological phen-
omena, Proc. of CAAA-I1EE vilateral meeting on control, Gordon .
and Breach Inc. 1982, pp 182-190. ‘

(3) Sanchez,E.(1976), Resolution of compoéite fuzzy relation
equation, Information and control, 30, 38-48,

(4) Fuzzy mathematics and its applications(Book2), Wuhan learned
society of mathematics, China.

(5) Li Hong-Xing, Fuzzy Relation Equation 1,2, Acta Tianjin Ins-
titute of Textile Engineering, 1982 No.1, 1983 No.1, China.

(6) Li Hong-Xing and Pan Jia-Yan (1984), MC Type Partially Order-
ed Sets and Its Applications, Acta Tianjin Institute of Texi-
le Engineering, No.1, China.



