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Fuzzy information in the interactive vector optimization methods

Martin Serny

be
The vector optimization problem can written as follows:
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dere f.(i=1,2;...,m) are the objective functions, g; (j=l,2;o.qp)
the constraint functicns,

When no additional information on the mutval relationships
am:ng the objectives is supplied, the problem is solved by fin-
iirg ell efficient solutions; a feasible solution X=(X1 53Xy 000X )
is ~alled efficient if there exists no feasible solution y for
whinh

fi(x) = £;(y) for all i,

fi (x) = fi (y) for at least one i
o) o)
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However from the practical peint of view this concept of
scintion is rather unsuitable because the set of all efficient
sc'ntions is as a rule of great size and complex structure. To
se.ect snuch part of the set of agll efficient solutions which can
8 ~cneidered as satisfactory solution we should have as much in-
forretion as possible about the decision-maker?s (DM’s) prefe~-
rerces ir the criterion epace; in other words, we shovld know
which combinations of objective functions values are preferred
nv ths DM, One prossible way of obtaining such information ie to
33.ve the problem by an interactive process.

The interactive process of sclving a vector optimization
orubiem has generally the form of sn iterative cycle in which
Tw' chases are repeated:
+} ecrmputation phases performed by the analyst; their outpnt is
formed by & provisional sclution given to the Dii,

'} decision phasges in which the DM forms his Judgement absut the
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-.wern provisional solution; if he is not satisfied he gives tc
the apnslyst some informetion about his preferences on the bea-
a3iz % which the analyst can compute o new solution more sui-
rakle to tha DM.

The provisional solutions given to the DM in the indivi-
dugl steps of the procedure represant a certairn comprorise
hnetwaen individval objectives; therefore, they are often called
cownrorise solutions. Most freguently they are computed either
by maximizing the weighted sum of objective functions or by
mivimizing the distance from an ideal point, i.e. frem a point
‘1n criterion space whose components are maxima of individwval

1

abceetive funetions considered separately.

Let we turn our attentiorn now to the infcrmetion rsqguired
by tre analyst from the DM as » result of the decision phases
¥ the process. Almost all intersctive prccedures ask in the
“iret place whether the last compromise solution obtained is
catisfactory to the DM; if it is not, other information on the

erence structure at least in the neighbourhood of the

nreie

wrown sclvution is required.

T some interactive procedures it is assumed that the
stroctare of DM?s preferences can be described by indifference
hviersurfaces like in the theory of utility. The information
raguired from the DM should in this case help to identify these
nvpersurfaces at least "near" <o the compromise solution. The
Ok must give (or selesct from the list of) the rates of substi=-
tnmtion between the objective frnctions., This is the case of
2os0180ffrion or Zionts-Wallenius method,

In the second group of interactive procedures it is assumed
that the DM can assess the valunes of individvwal obJjective func-
ticns reached by the compromise solution and state which of them
he finds satisfactory. Further information of feasible or desi-
»e¢ limits on objective functions values are then required. The
me fority of known interactive procedures belongsto this group;
the most famous 1is the STEM method and its various modifications,

The third group consists of interactive procedures which do
r«ot wse any explicit assumption about DM’s preferences. When suvch
a3 ;racadure applies, the analyst gives to the DM the list of se-
versl provisional solutions and the DM chooses the one which
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svits him best. JOn the basis of his choice, further set of pro-
vicinnal solu.tions is computed, from which the DM again choo-
ser and so on. The most famous procedure ¢f this group is the
sng 3nggested by Steuer,

interactive processes of vector optimization therefore re-

jvire in most cases from the DM quantitative information on his
preferences in the criterion space. Supplying such information
cau be a very difficnlt task, especially for the following rea-
|ons3
-~ the DN’s preference structure need not be unambiguously given,
- the DM need nct be one individuel; the decision may be made

ny a collective hody whose members can possess different pre-

“grenca structures.

»n means to express a vague structure of DM’s preferences pre-
sernts itself in the apparatus of fuzzy sets. If the DM is not
willing or able to givé@%articular numerical value of (say)
rates of substitution which is reguired from him he can give a
freay cet of such velues.

In the case when the fuzzy informetion frmm the DM to the
are.vst concerns the rates of substitution, the corresponding
nrovisional solution can be found by means of parametric program-—
ming. This approach can be applied above all in the case when
all constraints snd objective functions are linear; otherwise,
egpecially for non-convex protlems, the corresponding paramet-
~is problems can be sclved only with a great difficulty.

.n tho case when the fuvuzzy information from the DM concerns
tra satisfactory valmes of individwal objeetive funections the
cr.uler 1€ in some dense simpler, For some or all objective fun-

ctioone £, now the DM gives fuzzy sets Vy of their satisfactory

x
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Va Lnes; the fnzzy set Vhfkatisfactory vectors in criterion space
eca;r than be derived as their Cartesian product. If the sets Vk
are given for all k = 1,2,.00,m, we get directly the fuzzy set

»f orovisional solutionsy otherwise it is necessary to cptimiaze
»n 7 s suitably chosen aggregating function, e.g. to minimize the
fanetion

H{x) = £, (x) =
{x mix | i (%) ZEL
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whe 5§ denotes the maximal (ideal) value of the k-th objective
“uriction. This problem can be solved by the fuzzy optimization

HPWTTOA ch,

n 4l cases, therefore, the fvzzy information suppliied by

oo

te DM leads to the construction of a fuzzy set of provisional

Colet ians {instead of one sclntion which we have in the non-fuzzy

rase ), The problem now arises what information about this fuzazy

‘el shonld be sent back to the DM. We have essentielly the three

"o lowing possibilities:

&, ™= D is given only one provisional solution, namely that
with the maximel value of the membership function.

mY The DM gete all provisional solutions obtained or at least the
sample of them which is sufficiently representative, together
with their corresponding values of the membership function.

=Y The DM is given all the provisioral solutions for which

tne values of the membership function are bigger than a gi-

war 1imit, or the representative sample of such solutions.

¥ the three possibilities mentioned,the alternative a)
;¢ the simplest one; however, & rather big part of the informa-
tion previously given by the DV 1s not ntilized. The alternati-
ve b} on the other hand loses no information shout the frzziness
f D’s preferences bnt the volume of informgtion the DM is
“1ven “n each iteration of the process may well be too large
“or hire. Alternative c¢) often represents a suitseble compromise
retwear the possibilities a) and b).



